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Editor’s Note: Readers of this journal are encouraged to submit news items on awards, appointments,
and other activities about themselves or their colleagues. Deadline dates for news items and notices are

2 months prior to publication.

New Fellows of the Acoustical Society of America

Michael Ainslie—For contributions to
modeling seabed reflection and sonar
performance.

Bennett M. Brooks—For contributions
to noise control enginering, standards
and noise policy.

Call for Business Meeting of the Society

Notice. A business meeting of the Society will be held starting at 3:30
p-m. on 19 October 2005 at the Hilton Hotel in Minneapolis, Minnesota. All
ASA Fellows and Members are urged to attend for the purpose of voting on
proposed amendments to Section 6. Treasurer of Article V Officers, of the
Bylaws of the Society.

Rationale for the proposed Bylaw amendments. In the past several
years the financial activities concerned with the Society’s operations have
greatly increased and become more complex. Numerous operational changes
have occurred to deal with this situation, and incorporated into changes to
the Rules as approved from time to time by the Executive Council of the
Society. For example, an Audit Committee and a Committee on Investments
have been established. In addition the Headquarters Office performs many
of the daily financial transactions, and an accountant routinely reviews and
updates the financial records of the Society. There have also been minor
changes to the financial responsibilities of the Executive Director and the
Standards Director. Gradually the duties and responsibilities of the Treasurer
have been modified as the financial operations of the Society have changed.
The Bylaws of the Society should be modified to insure that the Bylaws and
current practice are again in harmony.

Motion to be presented at the business meeting. The motion con-
cerns a single clause of the Bylaws, namely Section 6 Treasurer of Article
V Officers. A proposed amendment may be adopted by a two-thirds vote of
the Members and Fellows present and voting in person. Additions to the
wording of this Section 6 are shown in bold type and deletions to the
wording by means of a strike through.

Motion. To approve the following revised version of Section 6 of
Article V Officers:

The Treasurer shall be—respensible account for all funds, securities,
and other property of the Society and shall be the chief adviser to the
Executive Council on all busiress-and financial matters. With the assistance
of other officers of the Society designated by the President, he or she shall
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prepare the Society’s budgets and be responsible for business transactions of
the Society as assigned and authorized by the Executive Council. The Trea-
surer shall alse—be-respensible arrange for the collection of all dues and
other amounts receivable by the Society, and shall periodically make such
financial reports to the Executive Council and to members of the Society as
are requested by the Executive Council. With the approval of the Executive
Council, the Treasurer may delegate some of these responsibilities to others.

CHARLES E. SCHMID
Executive Director

F.V. Hunt Postdoctoral Research Fellowship
awarded to Catherine L. Berchok

The 2005-06 F. V. Hunt Postdoctoral
Research Fellowship in Acoustics was
awarded to Catherine L. Berchok. Dur-
ing her Hunt Fellowship year, Dr. Ber-
chok will undertake a research pro-
gram at the Scripps Institution of
Oceanography, University of Califor-
nia, San Diego. The subject of her re-
search is on the investigation of the
Lombard effect for marine mammals.
Dr. Berchok received a B.S. degree
from the University of Pittsburgh and a
Ph.D. in Acoustics from Pennsylvania
State University. Her Ph.D. thesis is
titled  “Characterization ~ of  St.
Lawrence blue whale vocalizations and their correlation with field observa-
tions.”

© 2005 Acoustical Society of America 1
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The Hunt Fellowship is granted each year to an ASA member who has
recently received his or her doctorate or will be receiving the degree in the
year in which the fellowship is to be granted. The recipient of the fellowship
is that individual who, through personal qualifications and a proposed re-
search topic, is judged to exhibit the highest potential for benefiting any
aspect of the science of sound and promoting its usefulness to society. Fur-
ther information about the fellowship is available from the Acoustical Soci-
ety of America, Suite INO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502. Phone: 516-576-2360; fax: 516-576-2377; E-mail: asa@aip.org; Web:
asa.aip.org/fellowships.html

USA Meetings Calendar

Following is a summary of meetings related to acoustics to be held in
the U.S. in the future. The month/year notation refers to the issue in which
a complete meeting announcement appeared.

2005

17th International Symposium on Nonlinear Acoustics,
State College, PA [Anthony Atchley, The Pennsylvania
State University, 217 Applied Research Lab Building,
University Park, PA 16802; Tel.: 814-865-6364; E-mail:
ISNA17@outreach.psu.edu; www:http:// www.outreach.
psu.edu/c&i/isnal7/

150th Meeting joint with NOISE-CON 2005, Minne-
apolis, MN [Acoustical Society of America, Suite INOI,
2 Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org].

Fifth International Symposium on Therapeutic Ultra-

18-22 July

17-21 October

27-29 October

sound, Boston, MA [www.istu2005.0org;  Email:
info @istu2005.org}.
2008

28 July—1 August Ninth International Congress on Noise as a Public
Health Problem (Quintennial meeting of ICBEN, the
International Commission on Biological Effects of
Noise). Foxwoods Resort, Mashantucket, CT
[Jerry V. Tobias, ICBEN 9, Post Office Box 1609,
Groton, CT 06340-1609, Tel. 860-572-0680; www.

icben.org; Email: icben2008 @att.net.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NOI1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted in the following.

Volumes 1-10, 1929-1938: JASA, and Contemporary Literature, 1937—
1939. Classified by subject and indexed by author. 131 pp. Price: ASA
members $5; Nonmembers $10.

Volumes 11-20, 1939-1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. 395 pp. Out of
Print.

Volumes 21-30, 1949-1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. 952 pp. Price:
ASA members $20; Nonmembers $75.

Volumes 31-35, 1959-1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. 1140 pp. Price:
ASA members $20; Nonmembers $90.

Volumes 36-44, 1964-1968: JASA and Patents. Classified by subject and
indexed by author and inventor. 485 pp. Out of Print.

Volumes 36-44, 1964-1968: Contemporary Literature. Classified by sub-
ject and indexed by author. 1060 pp. Out of Print.

Volumes 45-54, 1969-1973: JASA and Patents. Classified by subject and
indexed by author and inventor. 540 pp. Price: $20 (paperbound); ASA
members $25 (clothbound); Nonmembers $60 (clothbound).

Volumes 55-64, 1974-1978: JASA and Patents. Classified by subject and
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indexed by author and inventor. 816 pp. Price: $20 (paperbound); ASA
members $25 (clothbound); Nonmembers $60 (clothbound).

Volumes 65-74, 1979-1983: JASA and Patents. Classified by subject and
indexed by author and inventor. 624 pp. Price: ASA members $25 (paper-
bound); Nonmembers $75 (clothbound).

Volumes 75-84, 1984-1988: JASA and Patents. Classified by subject and
indexed by author and inventor. 625 pp. Price: ASA members $30 (paper-
bound); Nonmembers $80 (clothbound).

Volumes 85-94, 1989-1993: JASA and Patents. Classified by subject and
indexed by author and inventor. 736 pp. Price: ASA members $30 (paper-
bound); Nonmembers $80 (clothbound).

Volumes 95-104, 1994-1998: JASA and Patents. Classified by subject and
indexed by author and inventor. 632 pp. Price: ASA members $40 (paper-
bound); Nonmembers $90 (clothbound).

Volumes 105-114, 1999-2003: JASA and Patents. Classified by subject
and indexed by author and inventor. 616 pp. Price: ASA members $50;
Nonmembers $90 (paperbound).

REVISION LIST

New Associates

Aden, Eric T., Walthall & Associates, Acoustical, 2180 Creighton Rd.,
Pensacola, FL 32504 Ahlstrom, Jayne B., 1315 Deepwater Dr., Mt. Pleas-
ant, SC 29464

Bateman, Craig A., Maritime Systems Eng., Texas A & M Univ. at
Galveston, 200 Seawolf Park Way, Galveston, TX 77553

Bellinger, Sherri M., 6 Amy Ln., New Windsor, NY 12553

Brock-Nannestad, George, Patent Tactics, Resedavej 40, Gentofte DK-2820,
Denmark

Brown, Christopher A., Arizona State Univ., Speech and Hearing Science,
P.O. Box 870102, Tempe, AZ 85287-0102

Burcsak, Stephen, 603 Ctr. St., Unit 201, Herndon, VA 20170

Cass, Hugo A., 97 Knowsley Rd., Norwich NR3 4PT, UK

Chhetri, Dinesh, 22664 Ingomar St., West Hills, CA 91304

Choi, Chul-Hee, Baylor College of Medicine, Otorhinolaryngology and
Communicative Science, Neurosensory Ctr. NA 500, One Baylor Plaza,
Houston, TX 77030

Clements, Jessica S., Merck and Hill Consultants, Inc., 1995 North Park P1.,
Ste. 200, Atlanta, GA 30339

Cole, Jennifer S., Linguistics, Univ. of Illinois at Urbana—Champaign, 707
South Mathews, 4080 FLB, Urbana, IL 61801

Cusick, Michael J., SAVI, 14 Solar Dr., Clifton Park, NY 12065

Desutter-Grandcolas, Laure, Museum National D’Histoire Naturelle, Sys-
tematique et Evolution—-UMR 5202 CNRS, Case Postale 50, Paris, 75231
Cedex 05, France

Digerness, Joseph K., 22-4 Mountainview Dr., Birmingham, AL 35216

Drob, Douglas P., Naval Research Lab., Upper Atmospheric Physics Branch,
4555 Overlook Ave., Washington, DC 20375

Dyckmans, John J., 218 Tullis St., Moncks Corner, SC 29461

Fels, Sidney S., Electrical and Computer Eng., Univ. of British Columbia,
2356 Main Mall, Vancouver BC V6T 1Z4, Canada

Freeman, Alena A., Bernafon LLC, 200 Cottontail Ln., Bldg. B, Somerset,
NJ 08873 Gatley, Robert W., 3 Beechwood Ave., Charlton, NY 12019

Gilmore, Richard G., Estuarine, Coastal and Ocean Science, Inc., 5920 1st
St., SW, Vero Beach, FL 32962

Grainger, Martin, Grainger Communication, Unit 29b, Gortrush Industrial
Estate, Omagh, co. Tyrone BT78 5EJ, UK

Gravel, Sylvain, Hydroi-Quebec, IREQ, 1800, Lionel Boulet, Varennes QC
J3X 1S1, Canada Guo, Hongkai, Piezo Technologies, 1600 West Main St.,
Lebanon, IN 46052

Heavner, Matt, Univ. of Alaska Southeast, Natural Science, 11120 Glacier
Highway, Juneau, AK 99801

Ho, Ken K., Fortis Technologies, 2249 Federal Ave., Los Angeles, CA
90064

Hofer, Daniel, SoundSense, LLC, 29 Gann Rd., East Hampton, NY 11937

Houston, Derek M., Otolaryngology, Indiana Univ. School of Medicine, 699
West Dr., RR 044, Indianapolis, IN 46202

Huang, Tsan, SUNY at Buffalo, Linguistics, 609 Baldy Hall, Buffalo, NY
14260

Hultz, Paul B., Bose Corporation, MS 15B, The Mountain, Framingham,
MA 01701
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Itakura, Famitada, Takabaridai 3-506, Meito-ku, Nagoya, Aichi—ken, 465-
0054, Japan

Jabeen, Farkhanda, MSL, H. No. 311, Main Margala Rd., F 11/3, Islamabad
45000, Pakistan

Janik, Vincent M., Gatty Marine Lab., School of Biology, Univ. of St. An-
drews, St. Andrews, Fife KY16 8LB, UK

Johnson, Paul A., BAE Systems, 1601 Research Blvd., Rockville, MD
20850

Johnson, Roland E., Dassault Falcon Jet, P.O. Box 967, Dept. 210, Little
Rock, AR 72203

Joseph, John E., 15755 Alto Way, Salinas, CA 93907

Karavitaki, K. Domenica, Harvard Medical School, Neurobiology, 220
Longwood Ave., Goldenson 443, Boston, MA 02115

Kemp, Mathieu, 2211 Meade Ln., Durham, NC 27707

Kettman, Nick D., Shure Incorporated, 5800 West Touhy Ave., Niles, IL
60714

Kheong, Lim S., All Good Gifts Limited, 203 Henderson Rd., #07-09, Sin-
gapore 159547

King, Heather B., Deakin Univ., School of Communication and Creative
Arts, Pigdons Rd., Waurn Ponds, Victoria 3216, Australia

Langston, Charles A., Ctr. for Earthquake Res. and Info., Univ. of Memphis,
3876 Central Ave., Ste. 1, Memphis, TN 38152-3050

Lee, Kyun Kyung, Kyungpook National Univ., School of Electrical Eng.
and Computer Science, E10-827, Sankyuk-dong 1370, Buk-gu, Daegu,
702701, Republic of Korea

Lucifredi, Irena, Scientific Solutions Inc., 99 Perimeter Rd., Nashua, NH
03063

Macomber, Dwight F., P.O. Box 202, Devon, PA 19333

Maki, Katuhiro, NTT Corporation, NTT Communication Science Laborato-
ries, 3-1 Morinosato-wakamiya, Atsugi 243-0198, Japan

Manzara, Leonard C., 43 Hunter St., Northwest, Calgary, Alberta T2K 2B8,
Canada

Marasinghe, Chandrajith Ashuboda, The Univ. of Aizu, Software Eng. Lab.,
Tsuruga, Ikkimachi, Aizu-Wakamatsu, Fukushima 965-8580, Japan

Marlin, David H., 4925 Raevin Court, Las Cruces, NM 88007

Martinez, Francisco, Ingenieria Mecanica, Univ. de Zaragoza, Ed Betan-
court Zaragoza 50018, Spain

Masuda-Katsuse, Ikuyo, School of Humanity-Oritented Sci. and Eng., Kinki
Univ., Kayanomori, lizuka-city, Fukuoka 820-8555, Japan

Mazzarella, Livio, Politecnico di Milano, Piazza Leonardo da Vinci 32,
Milano 20133, Italy

McCall, Andrew M., Sercel, Inc., 17200 Park Row, Houston, TX 77084

McClure, Bob E., BioSonics, Inc., 4027 Leary Way NW, Seattle, WA 98107

McKeown, Eugene P., Biospheric Eng., Ltd., Truskey East, Bearna, Ireland

Mi, Bin, Guidant Corp., R&T, 4100 Hamline Ave., North, St. Paul, MN
55112

Miller, Douglas A., Cochlear Americas, Research, 400 Inverness Pkwy.,
Englewood, CO 80112

Moehring, Mark A., Spencer Technologies, 701 16th Ave., Seattle, WA
98122

Murphy, Patrick E., Veneklasen Associates, 1711 16th St., Santa Monica,
CA 90034

Murphy, Peter J., Univ. of Limerick, Electronic and Computer Eng., Limer-
ick, Ireland

Murray, Jay R., 369 El Caminito, Carmel Valley, CA 93924

Nakama, Masahiro, Univ. of Ryukyus, Faculty of Education, 1 Senbaru,
Nishihara, Okinawa 903-0213, Japan

Negrescu, Cristian P.O., Blvd. Octavian Goga No. 16, Bloc M42, Sc2, Ap.
31, Sector 3, Bucharest, RO 050461, Romania

Nelson, Dan, 532 West Lynwood, Phoenix, AZ 85003

Park, Daejin, DJU Consulting, CPO Box 950, Seoul 100-609, South Korea

Preston, Renwick, 12322 Astoria Blvd., Houston, TX 77089

Qin, Yixian, Stony Brook Univ., Biomedical Eng., 350 Psych-A Bldg.,
Stony Brook, NY 11794

Quinlan, John A., Rutgers Univ., Inst. of Marine and Coastal Sciences, 71
Dudley Rd., New Brunswick, NJ 08901

Redford, Melissa A., Linguistics, Univ. of Oregon, 1290 Univ. of Oregon,
Eugene, OR 97403

Reichmuth Kastak, Colleen, Inst. of Marine Sciences, Univ. of California,
LML 100 Shaffer Rd., Santa Cruz, CA 95060
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Reynolds, Paul, Weidlinger Associates, Inc., 4410 El Camino Real, Ste. 110,
Los Altos, CA 94022

Rogers, Tracey L., Australian Marine Mammal Research Centre, P.O. Box
20, Mosman NSW 2048,

Australia

Rorick, Timothy P., 4710 South Webster Rd., New Haven, IN 46774

Sachwald, Benjamin H., AKRF Acoustics, 117 East 29th St., New York, NY
10016

Sai Jayram, Akula, No. 115, 11A Cross, Thimmaiah Garden, RTNagar, Ban-
galore, Karnataka, 560032, India

Sassaroli, Elisabetta, 31 Winslow, Apt. 4, Brookline, MA 02446

Schuster, Bill, Honeywell Engines Systems and Services, Installation Aero-
dynamics and Acoustics, 111 South 34th St., MS 503-428, Phoenix, AZ
85034

Sharma, Gaurav, Optima International, LLC, Acoustic, P.O. Box 115858,
Dubai 9714, United Arab Emirates

Shull, Steve W., Acoustic Dimensions, 15505 Wright Brothers Dr., Addison,
TX 75001

Solway, Joseph W., 300 Cathedral Pkwy., Apt. 14D, New York, NY 10026

Sridhar, Kalluri, Starkey Hearing Research Ctr., 2150 Shattuck St., Ste. 408,
Berkeley, CA 94704

Stoneham, Emily T., 48399 Surfside Dr., Lexington Park, MD 20653

Teranishi, Arthur M., 805 Lochwood PI., Escondido, CA 92026

Thomas, Rebecca E., NOAA Fisheries—NWFSC, FRAM, 2725 Montlake
Blvd., E, Seattle, WA 98112

Unoki, Masashi, Japan Advanced Inst. of Sci. and Tech., School of Infor-
mation Science, 1-1 Asahidai, Tatsunokuchi, Ishikawa 923-1292, Japan

Van Wijk, Kasper, Colorado School of Mines, Geophysics, 1500 Illinois St.,
Golden, CO 80401

Vanhuffelen, Wim M., Audiological Centre, Oosterlaan 20, Zwolle, Overijs-
sel 8011 GC, The Netherlands

Walters, Edward P., 6494 Wildwood Rd., Holland, MI 49423

Watkins, Glen, ETS-Lindgren, Marketing, 1301 Arrow Point Dr., Cedar
Park, TX 78613

Williams, Michael, 62 Bis Quai de L"artois, Le Perreux Sur Marne 94170,
France

Wright, Chris, P.O. Box 275, 54 Massaoag Way, Dunstable, MA 01827

New Students

Abouzeid, Jad, 10 Bonser Rd., London, Middlesex TW1 4RG, UK

Aronoff, Justin, Neuroscience Program, Univ. of Southern California, HNB
28c, Los Angeles, CA 90089

Bahng, Junghwa, Univ. of Tennessee, Audiology and Speech Pathology, 578
South Stadium, Knoxville, TN 37996

Baker, Adam, 6538 Calle Sin Nombre, Tucson, AZ 85718

Barand, John S., 39A Paunui St., St. Heliers, Auckland, 1007, New Zealand

Barley, Raymond B., 341-TE Oakville Dr., Pittsburgh, PA 15220-4326

Beierholm, Thomas, Saven A2, 2th, Taastrup 2630, Denmark

Benson-Amram, Sarah, Michigan State Univ., Dept. of Zoology, 203 Natu-
ral Sciences, East Lansing, MI 48823

Bentil, Sarah A., 1920 Ala Moana Blvd., Apt. 1103, Honolulu, HI 96815

Berke, Gur M., Mechanical Eng., Univ. of Massachusetts, Lowell, One Uni-
versity Ave., Lowell, MA 01854

Berkowitz, Shari, 64-15 231st St., Oakland Gardens, NY 11364

Bidet-Caulet, Aurelie, INSERM, U280, 151 cours Albert Thomas, Lyon,
Rhone-Alpes 69003, France

Black, Paul R., 569 Wmount Terrace, Provo, UT 84604

Brown, Judson M., 8208 Illinois Rte. 120, Woodstock, IL 60098

Brunner, Jana, Zentrum fur Allgemeine Sprachwissenschaft, Jagerstrabe 10/
11, Berlin 10117, Germany

Burgess, Sean A., 5402 20th Ave., NE, Seattle, WA 98105

Buye, Xu, Brigham Young Univ., Dept. of Physics and Astronomy, Provo,
UT 84602

Camacho-Ramirez, Cecilia, 19119 Cypress Reach Ln., Tampa, FL 33647

Cappiello, Michael, 7284 West Myrtle Ave., Chicago, IL 60631

Casper, Brandon M., Univ. of South Florida, College of Marine Science, 140
7th Ave., South, St. Petersburg, FL 33701

Chavez-Peon, Mario E., Linguistics, Univ. of British Columbia, 1866 Main
Mall, Buchanan E270, Vancouver BC V6T 1Z1, Canada
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SOUNDINGS

Chen, Zhixin, Montana State Univ., Electrical and Computer Eng. Dept.,
636 Cobleigh Hall, Bozeman, MT 59715

Chen, Yian A., 1440 Orange Grove Rd., Charleston, SC 29407

Chung, Yoojin, Boston Univ., Biomedical Eng., 44 Cummington, Boston,
MA 02215

Colletti, Steven R., 41870 Pedersen Dr., Antioch, IL 60002

Cook, Mandy L. H., College of Marine Science, Univ. of South Florida, 140
Seventh Ave., South, St. Petersburg, FL 33701-5016

Datta, Saurabh, Biomedical Eng., Univ. of Cincinnati, 231 Albert Sabine
Way, Cincinnati, OH 45242

Dellwo, Volker, Phonetics and Linguistics, Univ. College London, 4
Stephenson Way, London NW1 2HE, UK

Deng, Huiqun, Electrical and Computer Eng. Dept., Univ. of British Colum-
bia, 2356 Main Mall, Vancouver BC V6T 174, Canada

Derrick, Donald J., Univ. of British Columbia, Linguistics, 1866 Main Mall
E273, Vancouver, BC V6T 171, Canada

DeWolf, Scott J., 111 1/2 North Main St., #2, River Falls, WI 54022

Dimulescu, Bianca, LIMSI-CNRS, CHM, B.P. 133, Orsay, Essonne
F-91403, France

Donabed, Ninos J., 19 Orono St., Milton, MA 02186

Dosemeciler, Ayce, IZMIR Inst. of Technology, Faculty of Architecture,
Gulbahce Urla, Izmir 35430

Drummond, Jeremiah, 5715 202nd St., Southwest #3, Lynnwood, WA 98036

Dudley, Chris, Washington State Univ., Physics, Webster Physical Science
Bldg., Pullman, WA 99164

Eckstein, Veronica, 2316 Santa Ana Ave., Apt. #7, Costa Mesa, CA 92627

Erdener, Vahit Dogu, Univ. of Western Sydney, Marcs Auditory Laborato-
ries, Locked Bag 1797, Penrith South DC, NSW 1797, Australia

Espana, Aubrey L., 310 NW Larry St., Apt. B, Pullman, WA 99163

Faehndrich, Burgel R. M., 1422 Heulu St., A203, Honolulu, HI 96822

Farinella-Bocian, Kimberly, 5700 North Williams Dr., Tucson, AZ 85704

Foley, Erin L., 2981 S. Lyman St., Chicago, IL 60608

Frederic, Botte, 150 Blvd de la villette, Paris 75019, France

Galeano, Christina N., 1307 McKenzie Ave., Bellingham, WA 98225

Ganse, Andrew, Applied Physics Lab., Univ. of Washington, 1013 NE 40th
St., Seattle, WA 98105

Gao, Man, Haskins Laboratories, 270 Crown St., New Haven, CT 06511-
6695

Gibson, William I., 2201 North Campbell Ave., Chicago, IL 60647

Guild, Matthew, 1071 Clayton Ln. #1516, Austin, TX 78723

Ha, Ho Kyung, Virginia Inst. of Marine Science, Physical Sciences, 1208
Greate Rd., Gloucester Point, VA 23062

Harght, Pamela J., 143 Park Dr., #18, Boston, MA 02215

Harman, Pamela R., 3929 Mayfield Ave., Glendale, CA 91214

Haworth, Kevin J., Univ. of Michigan, 200 Zina Pitcher Pl., Kresge III, Rm.
3322, Ann Arbor, MI 48109-0553

Hernandez, Erica N., Univ. of Southern Mississippi, Psychology, 118 Col-
lege Dr., Box 5025, Hattiesburg, MS 39406

Hodoshima, Nao, 1-7-7 Hashiba Taito-ku, Tokyo 111-0023, Japan

Holmes, Jason D., Boston Univ., Mechanical and Aerospace Eng., 110 Cum-
mington St., Boston, MA 02215

Holmes, Jason D., Mechanical and Aerospace Eng., Boston Univ., 110 Cum-
mington St., Boston, MA 02215

Jones, Ackland, 92 Lyman St., Apt. 1, South Hadley, MA 01075

Jones, Thomas M., 606 St. Paul St., Box #256, Baltimore, MD 21202

Khakparaghi, Mehrdad, Sharif Univ. of Technology, Electrical Eng., Azadi
Ave., Tehran, 11365-9363, Iran

Kilanski, Kelley J., Univ. of Washington, Linguistics, Box 354340, Seattle,
WA 98195

Kim, Minjung, 5325 18th Ave., NE, Seattle, WA 98105

Kim, Yunjung, 4817 Sheboygan Ave., #620, Madison, WI 53705

Kodavaty, Isaac S., Mechanical Eng., Univ. of Idaho, Moscow, P.O. Box
440902, Moscow, ID 83844-0902

Kruse, Roland, Oldenburg Univ., Physics/Acoustics, Carl-von-Ossietzky Str.
9-11, Oldenburg 26111, Germany

Kyong, Jeong-Sug, Univ. College London, Phonetics, 4 Stephenson Way,
Wolfson House, London NW1 2HE, UK

Lalk, Samuel J., Columbia College Chicago, 33 East Congress, Ste. 601,
Chicago, IL 60605

Lammers, Matt D., 118 Fowler, West Lafayette, IN 47906

Lane, Janet M., 17416 6th Ave., SW, Seattle, WA 98166
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Larsen, Niels W., Technical Univ. of Denmark, Akademivej 352, Lyngby
2800, Denmark

Lee, Jungwoo, 123 South Catalina St., #205, Los Angeles, CA 90004

Lewiston, Craig, Massachusetts Inst. of Technology, Research Lab. of Elec-
tronics, 77 Massachusetts Ave., Rm. 36-766, Cambridge, MA 02139

Li, Weichang, Woods Hole Oceanographic Inst., Ocean Physics and Eng.
Dept., MS16, 93 Water St., Woods Hole, MA 02543

Lipscomb, Philip A., Peabody Inst. of Johns Hopkins Univ., 606 St. Paul St.,
#713, Baltimore, MD 21202

Lu, Guangging, 2711 Main Ave., Northport, AL 35476

Lunoe, Michael W., Univ. of Hartford, 200 Bloomfield Ave., Box 1717,
West Hartford, CT 06117

Luo, Wenbo, Applied Physics Lab., Univ. of Washington, 1013 NE 40th St.,
Seattle, WA 98105

Mardin, Mursalim, JI. Kebon Sirih III, No. 139/5b, Bandung, West Java
40117, Indonesia

Matsubara, Juri, Teachers College, Columbia Univ., 1230 Amsterdam Ave.,
Rm. 536, New York, NY 10027

Matsugu, Yika, East Asian Studies, Univ. of Arizona, P.O. Box 210105,
Tucson, AZ 85721-0105

McMillan, Corey T., 2A/3 Albany St., Edinburgh, Scotland EH1 3QB, UK

Mefferd, Antje, 2749 Cable Ave., Lincoln, NE 68502

Midtlyng, Patrick J., Univ. of Chicago, Linguistics, 1010 East 59th St.,
Chicago, IL 60637

Molnar, Monika T., School of Communication Sciences and [ Disorders,
McGill Univ., 1266 Pine Ave., West, Montreal, QC H3G 1AS8, Canada

Mullins, Geoff, 63 Keefer Pl., Apt. #2010, Vancouver, BC V6B 6NG6,
Canada

Muzzy, Philip G., 2634 West Logan Blvd., Apt. #2, Chicago, IL 60647

Nahirnyak, Volodymyr M., Univ. of Cincinnati, Biomedical Eng., 231 Albert
Sabin Way, MSB, ML0586, R.6152, Cincinnati, OH 45267

Nesbitt, Jonathan R., 296 Gibbs Rd., Wiscasset, ME 04578

Notestine, Lewis S., Univ. of Oregon, Linguistics Dept., 1290 Univ. of Or-
egon, Eugene, OR 97403-1290

Ogasawara, Naomi, Univ. of Arizona, Linguistics, Douglass 200E, P.O. Box
210028, Tucson, AZ 85721

Ong, Aven, Blk. 523 Jurong West St. 52, #13-235, Singapore 640523, Sin-
gapore

Otu-Nyarko, Ebenezer, 214 Foster Dr., Apt. E, Willimantic, CT 06226

Palahanska-Mavrov, Milena S., 1938 South 38th Ave., Apt. 115, Omaha, NE
68105

Palan, Vikrant C., Mechanical Eng., Univ. of Alabama, 290 Hardaway Hall,
Tth Ave., Tuscaloosa, AL 35487

Piel, Alexander K., Anthropology, Univ. of California, San Diego, 9500
Gilman Dr., La Jolla, CA 92093

Podlipsky, Vaclav Jonas, Palacky Univ., Dept. of English and American
Studies, Krizkovskeho 10, Olomouc, Czech Republic 77180

Raisamo, Jukka M.K., Univ. of Tampere, Dept. of Computer Sciences,
Kanslerinrinne 1, Tampere, FIN-33014, Finland

Rasmussen, Karl L., 207 East Pleasant St., P.O. Box 688, Elk Point, SD
57025

Reynolds, Laura B., 9 Allapartus Rd., Ossining, NY 10562

Richtsmeier, Peter T., The Univ. of Arizona, Linguistics, P.O. Box 210028,
Tucson, AZ 85721-0028

Roeder, Rebecca V., 428 South Clemens Ave., Lansing, MI 48912

Rozell, Christopher J., Electrical and Computer Eng., Rice University, MS
366, P.O. Box 1892, Houston, TX 77251-1892

Sakata, Yohei, 2140 10th Ave., #302A, Honolulu, HI 96816

Samuel, Yianna, Earth and Atmospheric Science, Cornell Univ., 2154 Snee
Hall, Ithaca, NY 14853

Satyavarta Cognitive and Neural Systems, Boston Univ., 677 Beacon St.,
#110, Boston, MA 02215

Saulus, Jennifer A., P.O. Box 20056, Juneau, AK 99802

Schlezinger, Yotam, 720 West Randolph, #501, Chicago, IL 60661

Schotten, Michiel, Marine Mammal Research Program, Hawaii Inst. of Ma-
rine Biology, Univ. of Hawaii, 46-007 Lilipuna Rd., Kaneohe, HI 96744

Scott, Ryan S., 3110 SW 1st Ave., Gainesville, FL 32607

Secules, Stephen D., Dartmouth College, HB 3602 Dartmouth College, Ha-
nover, NH 03755

Shiung, Cindy, 41 Milburn Dr., Hillsborough, NJ 08844
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Shosted, Ryan K., Linguistics, Univ. of California, Berkeley, 1203 Dwinelle
Hall, Berkeley, CA 94720-2650

Shravage, Paresh, 283, Plot No. 49, Vidyaprabha, Nr. Sivaji Uday Mandal,
Tanaji Nagar,

Chinchwad, Pune Maharashtra 411033, India

Sikora, Joseph J., 550 Memorial Dr., 23A-3, Cambridge, MA 02139

Sloan, William N., 33 Pond Cir., Boston, MA 02130-2420

Smith, Denise A. B., Biomedical Eng., Univ. of Cincinnati, 231 Albert Sabin
Way, Rm. 6159, Cincinnati, OH 45267-0586

Smith, Marc N., Speech and Hearing Science, The Ohio State Univ., 110
Pressey Hall, 1070 Carmack Rd., Columbus, OH 43210

Statzer, Nicholas L., Univ. of Hartford, Box 3330-200 Bloomfield Ave.,
West Hartford, CT 06117-1599

Stojanovic, Diana, 2825 South King St., #802, Honolulu, HI 96826

Strandem, Oyvind, 11 Princes Ave., Liverpool, Merseyside L8 2TA, UK

Subkey, Alan J., Wilkinson Bldg., City Rd., Darlington, NSW 2006, Austra-
lia

Suied, Clara, IRCAM, 1, Pl. Igor Stravinsky, Paris, 75004 France

Swanson, Brett A., Cochlear Ltd., 14 Mars Rd., Ln. Cove NSW 2006, Aus-
tralia

Tapia, Angel D., 4150 South Fairfield Ave., Apt. #2, Chicago, IL 60632

Tobin, Stephen J., Linguistics Dept., Univ. of Southern California, 3601
Watt Way, GFS 301, Los Angeles, CA 90089-1693

Van Uffelen, Lora J., Scripps Institution of Oceanography, 9500 Gilman Dr.,
Mail Code 0238, La Jolla, CA 92093-0238

VanDam, Mark, Indiana Univ., Linguistics, Memorial Hall 322, 1021 East
3rd St., Bloomington, IN 47403

Vavva, Zoi, 35980 Ithaca Dr., Avon, OH 44011

Venkatesh, Lakshmi, Dept. of Speech and Hearing Sci., Univ. of Washing-
ton, 1417 NE 42nd St., Seattle, WA 98105

Vidal, Lori E., 1424 Rue Beauvais, Mandeville, LA 70471

von Lueders, Sebastian, Trangsundgard, Huddinge 14262, Sweden

Walker, Ashley Hart, Pembroke College, St. Aldates, Oxford, Oxfordshire
OX1 IDW, UK

Walker, Kent G., 6735 Sherbrooke Ouest, Apt. 14, Montreal, QC H4B 1P3,
Canada

Walker, Oveal J., Univ. of Miami, Music Eng. Dept., 1314 Miller Dr., Mi-
ami, FL 33146

Wang, Xin, Speech and Hearing Sciences, Indiana Univ., 200 South Jordan
Ave., Bloomington, IN 47405

Ward, Chris J., 13 Langaton Ln., Pinhoe, Pinhoe, Exeter, Devon EX1 3SP,
UK

Wilcox Jr., Douglas Alan, P.O. Box 232, South Montrose, PA 18843

Winkler, Ralf, Ostender strabe 2, Berlin 13353, Germany

Wirtzfeld, Michael, 30 Chapman Court, Apt. 406, London, ON N6G 4Y4,
Canada

Wygonik, Benjamin J., Double Door, 1572 North Milwaukee Ave., Chicago,
1L 60622

Yu, Yan H., 153-37 58th Rd., Flushing, NY 11355

Zhang, Yanhong, 228-09 Arnold Dr., West Lafayette, IN 47906

Zheng, Xiaoju, Purdue Univ., Linguistics, 302 Wood St., Young Hall, Rm.
814, West Lafayette, IN 47907-2108

New Electronic Associates

Allard, Jean F., Rte. des 4 Rte.s, Vallon sur Gee, 72540, France

Anson, Peter L., Lotek Wireless Inc., 115 Pony Dr., Newmarket, ON L3Y
7B5, Canada

Bian, Lin, Univ. of Kansas Medical Ctr., Hearing and Speech, 3901 Rain-
bow Blvd., Kansas City, KS 66160

Bottai, Giola, Mechanical Eng., Univ. of South Carolina, 300 Main St.,
Columbia, SC 29208

Bowman, J. R., SAIC, 10260 Campus Point Dr., MS-A3, San Diego, CA
92121

Brennan, Marc A., William S. Middleton Memorial Hospital, Audiology,
2500 Overlook Ter., Madison, WI 53705

Broadstone, Steven R., Teratech Corporation, 77-79 Terrace Hall Ave., Bur-
lington, MA 1803

Cheol-An, Kim, Medison, R&D, Medison Venture Tower, 997-10, Deachi-
dong, Seoul 135-280, Republic of Korea
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Crosswhite, Katherine M., Rice Univ., Dept. of Linguistics, Mail Stop 23,
6100 Main St., Houston, TX 77005

Dinsmore, Michael L., 5832 Cliffside Dr., Troy, MI 48085

Dunne, James, Integrated Acoustic Solutions, 21 Bluebell Business Park,
Old Naas Rd., Dublin

D12, Ireland

Frankenfield, Glenn, P.O. Box 308, East Wilton, ME 04234

Gauld, Stephen M., Day Design Pty. Ltd., Ste. 17, 808 Forest Rd., Peakhurst
NSW 2210, Australia

Goldberg, Paul R., Dynaura, 744 La Para Ave., Palo Alto, CA 94306

Iwase, Ryoichi, JAMSTEC, Computer and Information Dept., 3173-25
Showa-machi, Kanazawa-ku, Yokohama, Kanagawa 236-0001, Japan

Iynde, Gerald D., Baker Oil Tools, Inc., Eng., 9100 Emmott Rd., Houston,
TX 77040

Jibiki, Takao, GE Yokogawa Medical Systems, Ltd., Ultrasound Business
Division, 7-127, Asahigaoka 4-chome, Hino-shi, Tokyo 191-8503, Japan

Jo, Tetsuya, Liberal Arts, Nagoya Gakuin Univ., 1350 Kamishinano, Seto,
Aichi, 480-1298, Japan

Jones, Michelle A., Entech Consulting Group, 27740 Jefferson Ave., Ste.
230, Temecula, CA 92590

Jonsdottir, Valdis Ingibjorg, Thad er Malith, Furuvellir 13, Akureyri 600,
Akureyri 600, Iceland

Kim-Boyle, David R., Univ. of Maryland, Baltimore County, Music, 1000
Hilltop Cir., Baltimore, MD 21250

Kunchur, Milind N., Univ. of South Carolina, Physics and Astronomy, USC
Dept. of Physics, 712 Main St., Jones PSC Bldg., Rm. 404, Columbia, SC
29208

Lane, Harlan, MIT, Speech Communications, RLE, 50 Vasaar St., Cam-
bridge, MA 02139 McCloud, James, 595 Peppertree Ln., Pensacola, FL
32506

McCluney, Robert J., Krieger Specialty Products, 4880 Gregg Rd., Pico
Rivera, CA 90660

Norton, Susan J., Audiology, Children”s Hospital and Regional Medical Ctr.,
4800 Sand Point Way, NE, Seattle, WA 98105

Puffenberger, Steve, Advent Media, Inc., 5629 Fraley Court, Columbus, OH
43235

Rambod, Edmond, BioQuantetics, Inc., 2675 Junipero Ave., Ste. 800, Signal
Hill, CA 90755

Rickman, Benjamin, Ultra Electronics SCS, Countermeasure Systems, 419
Bridport Rd., Greenford, UB6 8UA, UK

Rosenfeld, Martin L., MLR Tech Services, 2413 Silver Fox Ln., Reston, VA
20191-2628

Sabat, Marc, Gneisenaustr. 43, HH 30G Rechts, Berlin 10961, Germany

Sabra, Karim G., Scripps Inst. of Oceanography, Marine Physical Lab., 9500
Gilman Dr., La Jolla, CA 92093-0238

Sato, Hayato, Kobe Univ., Nadaku Rokkodaicho 1-1, Kobe, Hyogo, 657
8501, Japan

Stiles, Timothy A., Medical Physics, Univ. of Wisconsin-Madison, 1300
University Ave., Rm. 1530 MSC, Madison, WI 53706

Terrinoni, Anthony A., 161 Hickok Ave., Syracuse, NY 13206

Therrien, Ron, 1107 Bay Dr., North, Bradenton Beach, FL 34217

Toomey, Aoife C., Lawrence Berkeley Natl. Lab., Earth Science Div., 1
Cyclotron Rd., Berkeley, CA 94720

Travkin, Vladi S., HSPT, 10431 Larwin Ave., Chatsworth, CA 91311

Uther, Maria, Univ. of Portsmouth, Psychology, King Henry Bldg., King
Henry 1 St., Portsmouth, Hampshire PO1 2DY, UK

Waltham, Christopher E., Univ. of British Columbia, 6224 Agricultural Rd.,
Vancouver, BC V6T 1Z1, Canada

Wolfe, Michael L., Fail Safe Products, LLC, 22 Old Bridge Way, Ormond
Beach, FL 32174

Zagrai, Nikolai P., Dept. of Hydroacoustics and Medical Eng., Taganrog
State Univ. of Radio Eng., 44 Nekrasovsky, GSP-17A, Taganrog 347928,
Russian Federation

Zaleski, Laurie A., 1111 Ostrander Ave., Riverhead, NY 11901

Zipperle, Carl F., Goldman Sachs, 30 Hudson St., Jersey City, NJ 07302

New Corresponding Electronic Associates

Bekker, Ian, English Language and Linguistics, Rhodes Univ., P.O. Box 94,
Grahamstown 6140, South Africa
Birsan, Ancuta, Calea Dumbravii bl. 17, sc. B ap. 18, Sibiu, 2400, Romania
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Choi, Sunghoon, KRRI, Rolling Stock Research Dept., 360-1 Woulam-
dong, Uiwang-city, Kyunggi 437-757, Republic of Korea

Davies, Jevon R., Peninsula Univ. of Technology, Ctr. for Instrumentation
Res., Faculty of Eng., Rm. 5, 16D Tennant St., District Six, Cape Town,
Western Province 8001, South Africa

Gadek, Jakub, Woskowa 32, Lodz 91-603, Poland

Gubaidullin, Amir A., Tyumen Branch, Inst. of Applied and Theor. Mech.,
Siberian Branch, Russian Academy of Sciences, Taymyrskaya St. 74,
Tyumen 625026, Russia

Park, Jangyeon, Nayio Media Inc., C-2112 Daerim Acrotel, 467-6 Dogok-
dong, Gangnam-gu, Seoul, 135-856, Republic of Korea

Peng, Zhaohui, Inst. of Acoustics, Chinese Academy of Sciences, National
Lab. of Acoustics, 21 Beisihuanxilu, P.O. Box 2712, Beijing 100080, P.R.
China

Predoi, Mihai Valentin, Calea Plevnei 94, Bl. 10D2, Ap. 12, Bucharest
010236, Romania

Reinstated

C. N. Corrado, D. G. Fagen, R. A. Lester, J. M. Suarez, L. M. Zurk—
Members

N. T. Cooley, W-L. W. Ho, G. Kaduchak, J, C. Machado, M. F. McKinney—
Associates

J. A. Busenitz—Electronic Associate

C. Sodsri—Corresponding Electronic Associate

Associates Elected Members

A. M. Adams, J. I. Arvelo, Jr., F. E. Barber, G. Brambilia, A. C. Chen, J. M.
Cushner, S. E. Disner, E. C. Duncan, D. J. Fenneman, A. L. Francis, T. A.
Gorne, W. M. Holliday, E. Y. Hsieh, J. Jiang, G. Kaduchak, M. S. Kinch, L.
L. Koenig, T. L. Lavallee, P-C. Li, B. W. Libbey, S. McClatchie, A. M.
Nakashima, Y. A. Pischalnikov, M. E. Poese, Z. Qiong, W. Rothermich, A.
E. Russo, M. Snellen, D. P. Williams, D. A. York, J. A. Young, D. N. Zotkin

Member to Student

E. Larsen

Students to Associates

M. Ardila, K. J. Bastyr, J. J. Bauer, C. L. Berchok, R. B. Biziorek, J. Boes,
K. T. Boike, L. V. Borruel, A. C. Carballeira, M. J. Carney, M. P. Coughlin,
E. Diakoumakou, A. Di Angelo, J. Guan, M. J. Hamilton, J. M. Harte, J. P.
Hoffman, M. C. Johnston, III, D. G. Kasper, J. A. Keefe, J. E. King, L. J.
Leibold, E. S. Levy, C. Liu, T. M. Lorenzen, K. J. Mattock, J. A. McConnell,
P. A. Mehta, R. E. Millman, P. Mokhtari, R. A. G. Murray, M. M. Naren-
dran, M. W. L. Ng, D. M. Pierson, P. Plantevin, A. D. Puckett, S. C. Renaud,
C. J. Richie, W. Rolshofen, R. A. Romond, J. W. Rouse, J.-P. Roy, S. S.
Sainclair, C. R. Thomas, M. Thompson, S. L. Thomson, E. Way, Y. Zhang

Members to Electronic Associates

J. M. Huckabay, C. Kaernbach, O. Kirkeby, O. T. Lawu, J. L. Punch, P. A.
Santi

Associates to Electronic Associates

C. B. Allen, S. F. Bird, M. A. Blommer, D. J. Caswell, D. Chelidze, Y. Chen,
A. D"Amico, M. Deffenbaugh, F. Desharnais, A. B. Druzhinin, T. L. Eadie,
N. Frazer, K. K. Govindarajan, S. Greenberg, K. R. Gustafson, M. A.
Hayner, 1. Hertrich, T. Hikichi, X. Jiang, H. Miyazaki, T. J. Potter, J. A.
Scales, H. Takenaka, W-B. Yang

Students to Electronic Associates

T. Aoki, T. A. Bigelow, D. J. Bodony, S. Choi, P. Danilov, B. J. Doty, M.
Grassi, L. J. Lee, B. Ma, D. A. Outing, I. N. Pieleanu, R. A. Scarborough, G.
S. Sparks, M. Sutor, N. Weiland, L. Yang, H. Yoon, X. Zhang
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Corresponding Electronic Associate to Electronic
Associate

G. Hyun

Member to Corresponding Electronic Associate
B. Kostek

Associate to Corresponding Electronic Associate

A. L. Varfolomeev

Students to Corresponding Electronic Associates
L. Nieva, K. Saleh

Resigned

D. H. Eldredge, M. Harrison, J. Hawkins, J. Royster, V. Salmon, J,
Shibayama—Fellows

C. Ahlstrom, A.J. Berkhout, C.D. Bohl, D. F. Bolka, C. E. Bove, J. Burrows,
G. L. Canavet, P. A. Chinnery, S. E. Demain, M. H. Dunn, R.E. Hoffman,
Jr., J. Ignaczak, S. Kowalyshyn, Jr., B. Marn, J. R. Oswin, C.E. Rosenkilde,
PR. Van Dyke—Members

P. Bouchilloux, J. K. Brigham, W. D. Clarke, III, B. Craig Dickson, R.
Fountoulakis, S. E. Johnston, J.T. Kalb, R. Lemieux, J. R. McGlathery, M.
Miyatake, J.O. Mysing, J.J. Ridings, G. J. Sotos—Associates

P. Barriault, K. Cox, D. Frisk, L, Jaouen, Y. Jung, S. Mokris—Students

A. Day, A. Spaargaren—Electronic Associates

Deceased

J. E. Blue, B. H. Goodfriend, J. Merhaut—Fellows
A. Cho, D. C. Coulter, J. W. Joiner, L. R. Moss, T. W. Parsons—Members

Dropped

Ansorge, Michael, Ator, Gregory A., Bae, Jong-Rim, Balant, Anne C.,
Blomberg, Leslie D., Bonfils, Pierre, Bowen, David L., Brandstein, Michael
S., Brekken, Andreas, Bryant, Rebecca S., Candel, Sebastien M., Chen,
Yian-Nian, Chong, Fan, Christoff, James T., David, Pascal M., Davis, Rickie
R., Derengowski, Mary A., Dindinger, Philip M., Emerson, George F., En-
gland, Wesley B., Fabre, Josette P., Feldman, Eliot D., Feller, Allan R.,
Gibson, Ralph H., Guan, Dinghua, Han, Sang-Kyu, Hancock, Maurice,
Haton, Jean-Paul, Herbertz, Joachim, Hill, Nicholas I., Hodgson, Philip N.,
Hussain, Syed S. M., Iliev, Alexander I., Inoue, Yoshinori, Ishikawa, Ya-
sushi, Jarinko, David A., Javel, Eric, Johnson, Michael P., Joiner, David P.,
Kamm, Candace A., Kasputis, Stephen R., Kreamer, Elizabeth W., Lane,
Samuel R., Ljunggren, Sten G., Lungstrum, Richard W., Martinez, Michael
M., Mayberry, John P., Mills, David M., Moody, David B., Myrberg, Arthur
A., Narang, Prem P., Nielsen, Donald W., Nielsen, Knud Skovgaard, Owen,
Ann Marie, Ripper, Arthur P., Robinson, Carlos J., Roderick, William I.,
Rothman, Howard B., Saunders, Melvin L., Seiji, Ohshimo, Sun, Edward
C., Todd, Frank J., Trout, J. D., Van Biesen, Leo P., Veillette, Randy, Vovk,
Igor V., Walker, John R., Wang, Shuozhong, Waters, Timothy R., Young, A
Mark, Zeng, Li Jun, Zhang, Chao Ying, Zhu, Guozhen—Members

Abel, Jonathan S., Agness, John R., Ahting, Peter A., Amman, Scott A.,
Anderson, Robert M., Auriemmo, Jane, Backman, Juha R., Ballachanda,
Bopanna B., Basu, Debashis, Bates, Bradley O., Benazzato, Roberto, Ben-
son, Robert H., Bernacki, Robert, Bishop, Diane S., Bistafa, Sylvio R.,
Blomgren, Michael, Boober, Walter H., Bosch, Lauren A., Boulahbal,
Djamil, Brock, Daniel K., Butler, Michael J., Byrd, Matthew C., Byrnes,
Gregory, Carlson, Nancy E., Chang, Enson, Chen, Cheng-Hsiung, Chen,
Pei-Tai, Chen, Shaohai, Chennoukh, Samir, Cherng, John G., Choi,
Myoung-Seon, Ciccozzi, Marco G., Colby, Leider, Coudron, Chad D.,
Council, Orin P., Crow, Daniel P., Cummings, Alan, Daniel, Peter, Dedes,
Toannis, Deyesso, Joseph P., Diaz, Jose A., Dickey, Nolan S., Distler, Mark
A., Ditthardt, Alfred R., Dittmar, James H., Dorta-Luis, Josefa, Driesch,
Patricia L., Early, Thomas A., Evans, Kirk E., Fajinmi, Olatunji K., Feist,
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Jeffrey P., Fick, Douglas D., Flatau, Alison B., Flege, James E., Foley,
Dennis L., Friedman, Adam D., Garcia, Jose M., Gatell, Francisco, Gibbons,
Joel D., Giles, Peter M., Gonneau, Eric, Gonzales, Joel, Gordon, Jonathan
C. D., Goye, Alain, Green, Kent C., Griffin, James A., Guo, Yuqing, Gurdak,
Diane D., Halmrast, Tor, Hamm, Craig A., Harley, Heidi E., Hasse, Roger
D., Hodge, Colin G., Honda, Ethan P., Hongerholt, Derrick D., Hopkins,
Lawrence G., Hsu, Chaur-Jian, Hulce, Emily A., Hwang, Ho-Jin, Ishiwata,
Tsuneo, Ives, Terri E., Iyer, Nandini, Jahn, Darrell D., Jain, Sushil Kumar,
Jensen, Janet K., Ji, Zhenlin, Josephson, David L., Juan, Betts F., Kakita,
Yuki, Kamm, Teresa M., Kim, Byoung, Kim, Mi-Ran, Kim, Tae-Gun, Kimi-
zuka, Ikuo, King, Gregory D., Kirwan, Albert E., Kitahara, Michihiro,
Klepko, John, Kook, Hyungseok, Korman, Murray S., Koshigoe, Shozo,
Kujawa, Sharon G., Kurowski, Kathleen M., Lafleur, Francois, Lalime,
Aimee L., Lambacher, Stephen G., Landis, Donald H., Lee, Joon-Hyun, Lee,
Kelvin, Lee, Yang-Sub, Lindemann, Stephanie A., Liu, Jin-Yuan, Loftman,
Rickard C., Lohrmann, Atle, Lussier, Justin R., Mann, Virginia A., March-
and, Sylvain, Marler, Jeffrey A., Marty, Pierre N., Max, Ludo, Mayer, Larry
A., McGarrity, Cheryl, McKinley, Bruce L., Medina, Thomas, Mellach-
eruvu, Venkata S. Mellody, Maureen, Meyer, Georg F., Michael, Kevin L.,
Miyake, Tatsuo, Moran, Mark L., Motta, Mauricio S., Muhammad, Asim I.,
Munson, Albert G., Myungho, Han, Nelson, Bradley A., Nelson, John A.,
Neumann, John Joseph, Niedzielski, Nancy A., Noel, Benjamin E., Nyland,
David L., Oeschger, John W., Olofsson, Niten B., Ono, Nobutaka, Oxley,
Brylie, Padgett, Robert B., Parente, Carlos E., Park, Chong Yun, Paul,
Donald W., Pehl, Gerald J., Pellicano, Anthony J., Perry, Matthew R.,
Pinkowski, Ben C., Porterfield, Randall L., Posey, Roger D., Pryshepa, John
A., Rao, Rama V. N., Rehder, Douglas E., Reilly, Thomas G., Rhee,
Huinam, Richardson, Suzanne D., Ricketts, Todd A., Rimmer, Thomas W.,
Roberts, Richard A., Rodriguez, Arturo Campos, Rodriguez, Rose T., Roll-
ings, Tom D., Rozo, Juan Pablo, Ruffa, Francisco, Ruiz, Robert, Salvadores,
Silvia R., Samuels, Ruth F., Samuels, Timothy O., Scandrett, Clyde,
Schmidt, Val Eugene, Schreiner, Peter G., Schroder, Anna C., Schwartz,
Gregory L., Scott, Dan W., Scott, David E., Scott, Kimberly R., Sennett,
William F., Serridge, Mark, Seyed-Bolorforosh, Mirsaid, Shreves, Joseph
W., Sketch, Michael G.M., Soltano, Emily G., Somin, Martin E., Spahn,
Kevin K., Sprague, Mark W., Stevens, Alexander A., Stockmann, Elle S.,
Taiwo, Michael M., Tang, Hsin Min, Tanner, Dennis C., Teeple, Ryan J.,
Too, Gee-Pinn J., Tran, Joseph B., Tsoflias, Sarah L., Tuominen, Heikki T.,
Ugolotti, Emanuele, Vaitekunas, Jeffrey J., Vick, Jennell C., Vizza, Gregg J.,
Wang, Jack, Weisser, Olaf, White, Jeffrey R., White, Lee A., Whiteford,
William D., Willt, Ben D., Wood, Michael N., Wright, James T., Yan, Hong
Y., Yates, Gregory D., Yu, Man H., Zellner-Keller, Brigitte, Zeng, Qingian,
Zhou, Shuliang, Zigler, Gary R., Zuroski, Michael T., de Castro, Sandro—
Associates

Agarwal, Mahesh C., Alencar, Adriano M., Alonso, Victor, Ban, Thomas O.,
Beuselinck, Michael T., Cetinkaya, Cetink, Collins, Simon W., Culbertson,
Deborah S., Daigle, Marie A., Diazgranados, Maria C., Fishman, Louis,
Gage, Nicole M., Garces, Milton A., Guirao, Miguelina, Hahn, Steven R.,
Hedges, Robert A., Herlin, Bo, Herman, Vladimir, Hnilo, Margarita S.,
Hunt, Dave L., Johansen, Espen S., Kaibin, Qiu, Kasam, Mallikarjuna Rao,
Kimberley, Barry P., Latimer, Paul J., Lessley, Ted D., MacInnes, Craig S.,
Mahon, Mark P., Makepeace, Shawn L., Masta, Robert I., Mohammed, Ich-
chou, Moksnes, Knut, Nelson, Tobey L., Oboznenko, Igor L., Pelletier,
Anik, Piliavin, Michael A., Plazaola, Carlos R., Poinsett, David, Pompei, F.
Joseph, Price, Marshall, Qiang, Lin, Sanchez, Maria M., Sharma, Devdutt,
Stack, Janet W., Stultz, Carlton D., Sveshnikov, Boris V., Tateno, Takashi,
Torres, Eddie G., Traykovski, Peter, Ulrich, Kathleen M., Wong, Yuen
Kwan—-Electronic and Corresponding Electronic Associates
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Abrams, Daniel A., Acharyya, Ranjan, Agarwal, Anurag, Alvarado-Juarez,
Miguel, Amin, Samrat A., Armstrong, Peter R., Ayala, Christopher D.,
Bachand, Corey L., Bajwa, Manjit S., Bartsch, Guido, Beamer, Walter C.,
Beltran, Alicia, Berbee, Matthew W., Bier, Peter J., Billon, Alexis J.,
Blackwell, Ezra L., Bobba, Kumar M., Boemio, Anthony B., Bose, Arpita,
Boukis, Christos G., Bowles, Benjamin G., Bravo Pinto, Ernesto M., Ced-
erroth, Christopher R., Ceperley, Daniel P., Chia, Natasha J., Christensen,
Mads G., Chupp, Aaron A., Coker, Ian C., Coudriet, Gregory A., Crave,
Olivier., Culley, Tonya L., Daley, Michael J., Damljanovic, Vesna,
Daniels, Michelle, Davis, Brian A., Deja, Cynthia Anne, DiStefano, Carlos
A., DiTuro, William J., Doellinger, Michael, Edwards, William D., Erics-
son, Johan A., Faust, Bryan K., Fedak, Larissa A., Fitzgerald, Erin C.,
Fonseca-Madrigal, Javier J., Ford, N., Ganapathiraju, Madhavi K., Gao,
Wen, Gazagnaire, Julia, Ghosh, Satrajit S., Gifford, Rene Headrick, Glad-
den, Joseph R., Gonzalez, Jorge E., Gopalan, Harish, Gregory, Joseph W.,
Grinnan, Christopher P., Gudigundla, Sai P., Guise, Paul E., Hacopian,
Narineh, Haldipur, Pranaam, Hanlon, Ellie H., Hardy, Pierre, Hirst,
Jonathan M., Howarth, Eric, Howell, Carl A., Hozjan, Vladimir, Ingval-
son, Erin M., Jang, Kyunga, Johnson, Wayne M., Kang, Kookjin, Karner,
Christopher J., Kayan, Thomas E., Kenderian, Shant, Kennedy, Daniel J.,
Kim, Bumjun, Kim, Ji Eun, Kinney, Andrew W., Knight, Gary D., Knight,
Troy E., Kogan, Pablo, Konepally, Niranjan R., Koperda, Eric F., Kroeff,
Gia, Landis, Cody J., Langlois, Christian, Lawrence, Cecile A., Leary,
Adam P, Lee, Hyun-Kook, Lee, Keum Won, Lee, Shane, Lewis, Clifford
F., Linscomb, Sommer H., Low, Stephen W. K., Maehr, Michael D., Mar-
shall, Vincent T., Masica, David L., Maul, Kristen K., Maurice, Kristin L.,
May-Bowers, Carie L., McCabe, Marie E., McClanahan, Richard D.,
McDuffee, Matthew R., Mehta, Tejas, Menezes, Caroline M., Menezes,
Pedro L., Methuku, Reddy S., Mirman, Daniel, Moseley, Stephen C., My-
ers, Melodie M., Naidu, Manish, Nandur, Vuday, Napoletano, Brian M.,
Newman, Matt M., Ngan, Kwok Hung, Novascone, Stephen R.,
O’Connell-Rodwell, Caitlin E., Onsuwan, Chutamanee, Osgood, Jonathan
H., Oyewole, Olanrewaju, Ozer, Mehmet B., Pacheco, Andres A., Padilla,
Monica, Pauli, Nathan S., Pegors, Katherine, Perry, Susan R., Philips
Heck, Jennifer D., Politis, Zafiris G., Reed, Allen H., Reilly, Kevin J.,
Ripley, Jennifer L., Ross, David A., Rout, Ayasakanta, Saad, Omar, Saire,
Javier A., Sands, Kathy L., Sarwono, Joko J. S., Scales, E. Steven, Schein,
David Brian, Scimone, Lisa M., Scott, James N., Seckman, Aaron M.,
Serafin, Stefania, Shapley, Kathy L., Shiao, Tsung-Jieh, Shunmugavelu,
Sokka D., Sinha, Shiva R., Smith, Jessalyn A., Smith, Mitchell C., Smith,
Steven S., Snook, Bradley M., Steenberg, Matthew, Stephens, Joseph D.,
Streeter, Timothy M., Suh, Sanghoon, Suzuki, Ryuji, Szamatowicz, Bran-
don J., Talley, Jim, Tam, Mei-Wa T., Teddy, Sintiani D., Thompson, Robert
L., Thorn, Aisha, Tooley-Young, Carolyn J., Tornberg, Jarkko, Usher,
John., Van Cauwelaert, Javier., Vier, Matthew S., Vodila, Benjamin J.,
Walker, Christopher D., Wang, Weifang, Watson, Kevin D., Whitehead,
Jeff J., Woodall, Ashley R., Wullens, Frederic, Yin, Xiangtao, Yoo, June-
hee, Yuan, River H., Zvonik, Elena, van Alphen, Petra M.—Students

Fellow 881
Members 2308
Asociates 2585
Student 905
Electronic Associates 417
7096
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Susan B. Blaeser, Standards Manager
Standards Secretariat, Acoustical Society of America, 35 Pinelawn Rd., Suite 114E, Melville, NY 11747
[Tel.: (631) 390-0215; Fax: (631) 390-0217; e-mail: asastds @aip.org]

George S. K. Wong

Acoustical Standards, Institute for National Measurement Standards, National Research Council, Ottawa,
Ontario K1A 0R6, Canada [Tel.: (613) 993-6159; Fax: (613) 990-8765; e-mail: george.wong@nrc.ca]

American National Standards (ANSI Standards) developed by Accredited Standards Committees S1, S2,
83, and S12 in the areas of acoustics, mechanical vibration and shock, bioacoustics, and noise,
respectively, are published by the Acoustical Society of America (ASA). In addition to these standards,
ASA publishes Catalogs of Acoustical Standards, both National and International. To receive copies of
the latest Standards Catalogs, please contact Susan B. Blaeser.

Comments are welcomed on all material in Acoustical Standards News.

This Acoustical Standards News section in JASA, as well as the National and International Catalogs of
Acoustical Standards, and other information on the Standards Program of the Acoustical Society of

America, are available via the ASA home page: http://asa.aip.org.

Standards Meetings Calendar National

At the 150th ASA Meeting joint with Noise-Con, Minneapolis, MN at
the Hilton Hotel and Towers, 17—-21 October 2005, the ASA Committee on
Standards (ASACOS) and ASACOS STEERING Committees will meet as
follows:

* Monday, 17 October 2005

ASACOS Steering Committee

 Thusday, 20 October 2005

ASA Committee on Standards (ASACOS). Meeting of the Committee that
directs the Standards Program of the Acoustical Society.

International Standard Committee Meetings

12—16 December 2005

ISO/TC 108/SC 5 Condition monitoring and diagnostics of machines. This
committee and its working groups will meet at the SeaTeach Campus of the
Florida Atlantic University Graduate School of Ocean Engineering, in Dania
Beach, Florida.

Accredited Standards Committee on
Acoustics, S1

(J. P. Seiler, Chair; G. S. K. Wong, Vice Chair)

Scope: Standards, specifications, methods of measurement and test,
and terminology in the field of physical acoustics including architectural
acoustics, electroacoustics, sonics and ultrasonics, and underwater sound,
but excluding those aspects that pertain to biological safety, tolerance, and
comfort.

S1 Working Groups

S1/Advisory—Advisory Planning Committee to S1 (G. S. K. Wong);

S1/WG1—Standard Microphones and their Calibration (V. Nedzelnitsky);

S1/WG4—Measurement of Sound Pressure Levels in Air (M. Nobile).

S1/WG5—Band Filter Sets (A. H. Marsh);

S1/WG17—Sound Level Meters and Integrating Sound Level Meters (B.
M. Brooks);

S1/WG19—Insertion Loss of Windscreens (A. J. Campanella);

S1/WG20—Ground Impedance (K. Attenborough, Chair; J. Sabatier, Vice
Chair);

S1/WG22—Bubble Detection and Cavitation Monitoring (Vacant);

S1/WG25—Specification for Acoustical Calibrators (P. Battenberg);

S1/WG26—High Frequency Calibration of the Pressure Sensitivity of Mi-
crophones (A. Zuckerwar);
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S1/WG27—Acoustical Terminology (J. Vipperman).
S1/WG28—Passive Acoustic Monitoring for Marine Mammal Mitigation
for Seismic Surveys (A. Thode).

S1 Inactive Working Groups
S1/WG16—FFT Acoustical Analyzers (R. J. Peppin, Chair)
S1 STANDARDS ON ACOUSTICS

ANSI S1.1-1994 (R 2004) American National Standard Acoustical Termi-
nology

ANSI S1.4-1983 (R 2001) American National Standard Specification for
Sound Level Meters

ANSI S1.4A-1985 (R 2001) Amendment to ANSI S1.4-1983

ANSI S1.6-1984 (R 2001) American National Standard Preferred Frequen-
cies, Frequency Levels, and Band Numbers for Acoustical Measurements

ANSI S1.8-1989 (R 2001) American National Standard Reference Quanti-
ties for Acoustical Levels

ANSI S1.9-1996 (R 2001) American National Standard Instruments for the
Measurement of Sound Intensity

ANSI S1.11-2004 American National Standard Specification for Octave-
Band and Fractional-Octave-Band Analog and Digital Filters

ANSI S1.13-1995 (R 1999) American National Standard Measurement of
Sound Pressure Levels in Air

ANSI S1.14-1998 (R 2003) American National Standard Recommendations
for Specifying and Testing the Susceptibility of Acoustical Instruments to
Radiated Radio-Frequency Electromagnetic Fields, 25 MHz to 1 GHz

ANSI S1.15-1997/Part 1 (R 2001) American National Standard Measure-
ment Microphones, Part 1: Specifications for Laboratory Standard Micro-
phones

ANSI S1.15-2005/Part 2 American National Standard Measurement Micro-
phones, Part 2: Primary Method for Pressure Calibration of Laboratory
Standard Microphones by the Reciprocity Technique

ANSI S1.16-2000 (R 2005) American National Standard Method for Mea-
suring the Performance of Noise Discriminating and Noise Canceling Mi-
crophones

ANSI S1.17/1-2000/Part 1 American National Standard Microphone
Windscreens—Part 1: Measurements and Specification of Insertion Loss
in Still or Slightly Moving Air

ANSI S1.18-1999 (R 2004) American National Standard Template Method
for Ground Impedance

ANSI S1.20-1988 (R 2003) American National Standard Procedures for
Calibration of Underwater Electroacoustic Transducers

ANSI S$1.22-1992 (R 2002) American National Standard Scales and Sizes
for Frequency Characteristics and Polar Diagrams in Acoustics

ANSI S1.24 TR-2002 ANSI Technical Report Bubble Detection and Cavi-
tation Monitoring
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ANSI S1.25-1991 (R 2002) American National Standard Specification for
Personal Noise Dosimeters

ANSI S1.26-1995 (R 2004) American National Standard Method for Cal-
culation of the Absorption of Sound by the Atmosphere

ANSI S1.40-1984 (R 2001) American National Standard Specification for
Acoustical Calibrators

ANSI S1.42-2001 American National Standard Design Response of Weight-
ing Networks for Acoustical Measurements

ANSI S1.43-1997 (R 2002) American National Standard Specifications for
Integrating—Averaging Sound Level Meters

Accredited Standards Committee on
Mechanical Vibration and Shock, S2

(R. J. Peppin, Chair; D. J. Evans, Vice Chair)

Scope: Standards, specifications, methods of measurement and test,
and terminology in the field of mechanical vibration and shock, and condi-
tion monitoring and diagnostics of machines, including the affects of me-
chanical vibration and shock on humans, including those aspects that pertain
to biological safety, tolerance, and comfort.

S2 Working Groups

S2/WG1—S2 Advisory Planning Committee (D. J. Evans);

S2/WG2—Terminology and Nomenclature in the Field of Mechanical Vi-
bration and Shock and Condition Monitoring and Diagnostics of Machines
(D. J. Evans);

S2/WG3—Signal Processing Methods (T. S. Edwards);

S2/WG4—Characterization of the Dynamic Mechanical Properties of Vis-
coelastic Polymers (W. M. Madigosky);

S2/WGS5—Use and Calibration of Vibration and Shock Measuring Instru-
ments (D. J. Evans, Chair; B. E. Douglas, Vice Chair);

S2/WG6—Vibration and Shock Actuators (G. Booth);

S2/WGT7—Acquisition of Mechanical Vibration and Shock Measurement
Data (B. E. Douglas);

S2/WG8—Analysis Methods of Structural Dynamics (B. E. Douglas);

S2/WG9—Training and Accreditation (R. Eshleman, Chair);

S2/WG10—Measurement and Evaluation of Machinery for Acceptance and
Condition (R. Eshleman, Chair; H. Pusey, Vice Chair);

S2/WG10/Panel 1—Balancing (R. Eshleman);

S2/WG10/Panel 2—Operational Monitoring and Condition Evaluation—IJ.
Niemkiewicz);

S2/WG10/Panel 3—Machinery Testing (R. Eshleman);

S2/WG10/Panel 4—Prognosis (R. Eshleman);

S2/WG10/Panel 5—Data Processing, Communication, and Presentation (K.
Bever);

S2/WGI11—Measurement and Evaluation of Mechanical Vibration of Ve-
hicles (A. F. Kilcullen);

S2/WG12—Measurement and Evaluation of Structures and Structural Sys-
tems for Assessment and Condition Monitoring (B. E. Douglas, Chair; R.
J. Peppin, Vice Chair);

S2/WG13—Shock Test Requirements for Commercial Electronic Systems
(P. D. Loeffler);

S2/WG39 (S3)—Human Exposure to Mechanical Vibration and Shock—
Parallel to ISO/TC 108/SC 4 (D. D. Reynolds, Chair; H. E. von Gierke,
Vice Chair).

S2 Inactive Working Group
S2/WG54—Atmospheric Blast Effects (J. W. Reed)

S2 STANDARDS ON MECHANICAL VIBRATION AND SHOCK

ANSI S2.1-2000 ISO 2041:1990 Nationally Adopted International Standard
Vibration and Shock—Vocabulary

ANSI S2.2-1959 (R 2001) American National Standard Methods for the
Calibration of Shock and Vibration Pickups

ANSI S2.4-1976 (R 2004) American National Standard Method for Speci-
fying the Characteristics of Auxiliary Analog Equipment for Shock and
Vibration Measurements

ANSI S2.7-1982 (R 2004) American National Standard Balancing Termi-
nology
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ANSI S2.8-1972 (R 2001) American National Standard Guide for Describ-
ing the Characteristics of Resilient Mountings

ANSI S2.9-1976 (R 2001) American National Standard Nomenclature for
Specifying Damping Properties of Materials

ANSI S2.13-1996/Part 1 (R 2001) American National Standard Mechanical
Vibration of Nonreciprocating Machines—Measurements on Rotating
Shafts and Evaluation Part 1: General Guidelines

ANSI S2.16-1997 (R 2001) American National Standard Vibratory Noise
Measurements and Acceptance Criteria of Shipboard Equipment

ANSI S2.17-1980 (R 2004) American National Standard Techniques of Ma-
chinery Vibration Measurement

ANSI S2.19-1999 (R 2004) American National Standard Mechanical
Vibration—Balance Quality Requirements of Rigid Rotors, Part 1: Deter-
mination of Permissible Residual Unbalance, Including Marine Applica-
tions

ANSI S2.20-1983 (R 2001) American National Standard Estimating Air-
blast Characteristics for Single Point Explosions in Air, with a Guide to
Evaluation of Atmospheric Propagation and Effects

ANSI S2.21-1998 (R 2002) American National Standard Method for Prepa-
ration of a Standard Material for Dynamic Mechanical Measurements

ANSI S2.22-1998 (R 2002) American National Standard Resonance
Method for Measuring the Dynamic Mechanical Properties of Viscoelastic
Materials

ANSI S2.23-1998 (R 2002) American National Standard Single Cantilever
Beam Method for Measuring the Dynamic Mechanical Properties of Vis-
coelastic Materials

ANSI S2.24-2001 American National Standard Graphical Presentation of
the Complex Modulus of Viscoelastic Materials

ANSI S2.25-2004 American National Standard Guide for the Measurement,
Reporting, and Evaluation of Hull and Superstructure Vibration in Ships

ANSI S2.26-2001 American National Standard Vibration Testing Require-
ments and Acceptance Criteria for Shipboard Equipment

ANSI S2.27-2002 American National Standard Guidelines for the Measure-
ment and Evaluation of Vibration of Ship Propulsion Machinery

ANSI S2.28-2003 American National Standard Guidelines for the Measure-
ment and Evaluation of Vibration of Shipboard Machinery

ANSI S2.29-2003 American National Standard Guidelines for the Measure-
ment and Evaluation of Vibration of Marine Shafts on Shipboard Machin-
ery

ANSI S2.31-1979 (R 2004) American National Standard Method for the
Experimental Determination of Mechanical Mobility, Part 1: Basic Defi-
nitions and Transducers

ANSI S2.32-1982 (R 2004) American National Standard Methods for the
Experimental Determination of Mechanical Mobility, Part 2: Measure-
ments Using Single-Point Translational Excitation

ANSI S2.34-1984 (R 2005) American National Standard Guide to the Ex-
perimental Determination of Rotational Mobility Properties and the Com-
plete Mobility Matrix

ANSI S2.41-1985 (R 2001) American National Standard Mechanical Vibra-
tion of Large Rotating Machines with Speed Range from 10 to 200
rev/s—Measurement and Evaluation of Vibration Severity In Situ

ANSI S2.42-1982 (R 2004) American National Standard Procedures for
Balancing Flexible Rotors

ANSI S2.43-1984 (R 2005) American National Standard Criteria for Evalu-
ating Flexible Rotor Balance

ANSI S2.45-1983 (R 2001) American National Standard Electrodynamic
Test Equipment for Generating Vibration—Methods of Describing Equip-
ment Characteristics

ANSI S2.46-1989 (R 2005) American National Standard Characteristics to
be Specified for Seismic Transducers

ANSI S2.47-1990 (R 2001) American National Standard Vibrations of
Buildings—Guidelines for the Measurements of Vibrations and Evaluation
of Their Effects on Buildings

ANSI S2.48-1993 (R 2001) American National Standard Servo-Hydraulic
Test Equipment for Generating Vibration—Methods of Describing Char-
acteristics

ANSI S2.58-1983 (R 2001) American National Standard Auxiliary Tables
for Vibration Generators—Methods of Describing Equipment Characteris-
tics

ANSI S2.60-1987 (R 2005) American National Standard Balancing
Machines—Enclosures and Other Safety Measures
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ANSI S2.61-1989 (R 2005) American National Standard Guide to the Me-
chanical Mounting of Accelerometers

Accredited Standards Committee on
Bioacoustics, S3

(R. F. Burkard, Chair; C. Champlin, Vice Chair)

Scope: Standards, specifications, methods of measurement and test,
and terminology in the fields of psychological and physiological acoustics,
including aspects of general acoustics, which pertain to biological safety,
tolerance, and comfort.

S3 Working Groups

S3/Advisory—Advisory Planning Committee to S3 (R. F. Burkard);

S3/WG35—Audiometers (R. L. Grason);

S3/WG36—Speech Intelligibility (R. S. Schlauch);

S3/WG37—Coupler Calibration of Earphones (B. Kruger);

S3/WG43—Method for Calibration of Bone Conduction Vibrator (J. Dur-
rant);

S3/WG48—Hearing Aids (D. A. Preves);

S3/WG51—Auditory Magnitudes (R. P. Hellman);

S3/WG56—Criteria for Background Noise for Audiometric Testing (J.
Franks);

S3/WG59—Measurement of Speech Levels (Vacant);

S3/WG60—Measurement of Acoustic Impedance and Admittance of the
Ear (Vacant);

S3/WG62—Impulse Noise with Respect to Hearing Hazard (J. H. Patter-
son);

S3/WG67—Manikins (M. D. Burkhard);

S3/WG72—Measurement of Auditory Evoked Potentials (R. F. Burkhard);

S3/WG76—Computerized Audiometry (A. J. Miltich);

S3/WG78—Thresholds (W. A. Yost);

S3/WG79—Methods for Calculation of the Speech Intelligibility Index (C.
V. Pavlovic);

S3/WG81—Hearing Assistance Technologies (L. Thibodeau and L. A. Wil-
ber, Co-chairs);

S3/WG82—Basic Vestibular Function Test Battery (C. Wall III);

S3/WG83—Sound Field Audiometry (T. R. Letowski);

S3/WG84—Otoacoustic Emission (G. R. Long);

S3/WG86—Audiometric Data Structures (W. A. Cole and B. Kruger, Co-
Chairs);

S3/WG87—Human Response to Repetitive Mechanical Shock (N. Alem);

S3/WG88—Standard Audible Emergency Evacuation and Other Signals (I.
Mande);

S3/WG89—Spatial Audiometry in Real and Virtual Environments (J. Be-
sing);

S3/WG90—Animal Bioacoustics (A. E. Bowles);

S3/WG91—Text-to-Speech Synthesis Systems (A. K. Syrdal and C. Bick-
ley, Co-Chairs)

S2/WG39 (S3)—Human Exposure to Mechanical Vibration and Shock—
Parallel to ISO/TC 108/SC 4 (D. D. Reynolds).

S3 Liaison Group
S3/L-1 S3 U.S. TAG Liaison to IEC/TC 87 Ultrasonics (W. L. Nyborg).

S3 Inactive Working Groups

S3/WGT71—Artificial Mouths (R. L. McKinley);

S3/WG80—Probe-tube Measurements of Hearing Aid Performance (W. A.
Cole);

S3/WG58—Hearing Conservation Criteria.

S3 STANDARDS ON BIOACOUSTICS

ANSI S3.1-1999 (R 2003) American National Standard Maximum Permis-
sible Ambient Noise Levels for Audiometric Test Rooms

ANSI S3.2-1989 (R 1999) American National Standard Method for Mea-
suring the Intelligibility of Speech over Communication Systems

ANSI S3.4-1980 (2003) American National Standard Procedure for the
Computation of Loudness of Noise

ANSI S3.5-1997 (R 2002) American National Standard Methods for Calcu-
lation of the Speech Intelligibility Index
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ANSI S3.6-2004 American National Standard Specification for Audiometers

ANSI S3.7-1995 (R 2003) American National Standard Method for Coupler
Calibration of Earphones

ANSI S3.13-1987 (R 2002) American National Standard Mechanical Cou-
pler for Measurement of Bone Vibrators

ANSI S3.14-1977 (R 1997) American National Standard for Rating Noise
with Respect to Speech Interference

ANSI S3.18-2002/Part 1 ISO 2631-1:1997 Nationally Adopted Interna-
tional Standard Mechanical Vibration and Shock—Evaluation of Human
Exposure to Whole-Body Vibration—Part 1: General Requirements

ANSI S3.18-2003/Part 4 ISO 2631-4: 2001 Nationally Adopted Interna-
tional Standard Mechanical Vibration and Shock—Evaluation of Human
Exposure to Whole Body Vibration—Part 4: Guidelines for the Evaluation
of the Effects of Vibration and Rotational Motion on Passenger and Crew
Comfort in Fixed-Guideway Transport Systems

ANSI S3.20-1995 (R 2003) American National Standard Bioacoustical Ter-
minology

ANSI S3.21-2004 American National Standard Methods for Manual Pure-
Tone Threshold Audiometry

ANSI S3.22-2003 American National Standard Specification of Hearing Aid
Characteristics. (Revision of ANSI S3.22-1996)

ANSI S3.25-1989 (R 2003) American National Standard for an Occluded
Ear Simulator

ANSI S3.29-1983 (R 2001) American National Standard Guide to the
Evaluation of Human Exposure to Vibration in Buildings

ANSI S3.34-1986 (R 1997) American National Standard Guide for the
Measurement and Evaluation of Human Exposure to Vibration Transmit-
ted to the Hand

ANSI S3.35-2004 American National Standard Method of Measurement of
Performance Characteristics of Hearing Aids under Simulated Real-Ear
Working Conditions

ANSI S3.36-1985 (R 2001) American National Standard Specification for a
Manikin for Simulated In Situ Airborne Acoustic Measurements

ANSI S3.37-1987 (R 2002) American National Standard Preferred Earhook
Nozzle Thread for Postauricular Hearing Aids

ANSI S3.39-1987 (R 2002) American National Standard Specifications for
Instruments to Measure Aural Acoustic Impedance and Admittance (Aural
Acoustic Immittance)

ANSI S3.40-2002 ISO 10819:1996 Nationally Adopted International Stan-
dard Mechanical Vibration and Shock—Hand—arm Vibration—Method
For the Measurement and Evaluation of the Vibration Transmissibility of
Gloves at the Palm of the Hand

ANSI S3.41-1990 (R 2001) American National Standard Audible Emer-
gency Evacuation Signal

ANSI S3.42-1992 (R 2002) American National Standard Testing Hearing
Aids with a Broadband Noise Signal

ANSI S3.44-1996 (R 2001) American National Standard Determination of
Occupational Noise Exposure and Estimation of Noise-Induced Hearing
Impairment

ANSI S3.45-1999 American National Standard Procedure for Testing Basic
Vestibular Function

ANSI S3.46-1997 (R 2002) American National Standard Methods of Mea-
surement of Real-Ear Performance Characteristics of Hearing Aids

Accredited Standards Committee on Noise,
S12

(R. D. Hellweg, Chair; VACANT, Vice Chair)

Scope: Standards, specifications, and terminology in the field of acous-
tical noise pertaining to methods of measurement, evaluation, and control;
including biological safety, tolerance and comfort, and physical acoustics as
related to environmental and occupational noise.

S12 Working Groups

S12/Advisory—Advisory Planning Committee to S12 (R. D. Hellweg);

S12/WG3—Measurement of Noise from Information Technology and Tele-
communications Equipment (K. X. C. Man);

S12/WG11—Hearing Protector Attenuation and Performance (E. H.
Berger);

S12/WG12—Evaluation of Hearing Conservation Programs (J. D. Royster,
Chair; E. H. Berger, Vice Chair);
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S12/WG13—Method for the Selection of Hearing Protectors that Optimize
the Ability to Communicate (D. Byrne);

12/WG14—Measurement of the Noise Attenuation of Active and/or Passive
Level Dependent Hearing Protective Devices (J. Kalb, Chair; W. J. Mur-
phy, Vice Chair);

S12/WG15—Measurement and Evaluation of Outdoor Community Noise
(P. D. Schomer);

S12/WG18—Criteria for Room Noise (R. J. Peppin);

S$12/WG23—Determination of Sound Power (R. J. Peppin and B. M.
Brooks, Co-chairs);

S$12/WG31—Predicting Sound Pressure Levels Outdoors (R. J. Peppin);

S12/WG32—Revision of ANSI S12.7-1986 Methods for Measurement of
Impulse Noise (A. H. Marsh);

S12/WG33—Revision of ANSI S5.1-1971 Test Code for the Measurement
of Sound from Pneumatic Equipment (B. M. Brooks);

S12/WG36—Development of Methods for Using Sound Quality (G. L.
Ebbit and P. Davies, Co-Chairs);

S12/WG37—Measuring Sleep Disturbance Due to Noise (K. S. Pearsons);

S$12/WG38—Noise Labeling in Products (R. D. Hellweg and J. Pope, Co-
Chairs);

S12/WG40—Measurement of the Noise Aboard Ships (S. Antonides, Chair;
S. Fisher, Vice Chair);

S12/WG41—Model Community Noise Ordinances (L. Finegold, Chair; B.
M. Brooks, Vice Chair);

S$12/WG43—Rating Noise with Respect to Speech Interference (M. Alex-
ander).

S$12 Liaison Groups

S12/L-1—IEEE 85 Committee for TAG Liaison—Noise Emitted by Rotat-
ing Electrical Machines (Parallel to ISO/TC 43/SC 1/WG 13) (R. G. Bar-
theld);

S12/L-2—Measurement of Noise from Pneumatic Compressors Tools and
Machines (Parallel to ISO/TC 43/SC 1/WG 9) (Vacant);

S12/L.-3—SAE Committee for TAG Liaison on Measurement and Evalua-
tion of Motor Vehicle Noise (parallel to ISO/TC 43/SC 1/WG 8) (R. F.
Schumacher);

S12/L-4—SAE Committee A-21 for TAG Liaison on Measurement and
Evaluation of Aircraft Noise (J. Brooks);

S12/L-5—ASTM E-33 on Environmental Acoustics (to include activities of
ASTM E33.06 on Building Acoustics, parallel to ISO/TC 43/SC 2 and
ASTM E33.09 on Community Noise) (K. P. Roy);

S12/L-6—SAE Construction—Agricultural Sound Level Committee (I.
Douell);

S12/L-7—SAE Specialized Vehicle and Equipment Sound Level Committee
(T. Disch);

S12/L-8—ASTM PTC 36 Measurement of Industrial Sound (R. A. Putnam,
Chair; B. M. Brooks, Vice Chair).

S12 Inactive Working Groups

S12/WG27—Outdoor Measurement of Sound Pressure Level (G. Daigle)

S12/WG8—Determination of Interference of Noise with Speech Intelligi-
bility (L. Marshall)

S12/WG9—Annoyance Response to Impulsive Noise (L. C. Sutherland)

S$12/WG19—Measurement of Occupational Noise Exposure (J. P. Barry/R.
Goodwin, Co-chairs)

S12/WG29—Field Measurement of the Sound Output of Audible Public-
Warning Devices (Sirens) (P. Graham)

S12/WG34—Methodology for Implementing a Hearing Conservation Pro-
gram (J. P. Barry)

S12 STANDARDS ON NOISE

ANSI S12.1-1983 (R 2001) American National Standard Guidelines for the
Preparation of Standard Procedures to Determine the Noise Emission from
Sources

ANSI S12.2-1995 (R 1999) American National Standard Criteria for Evalu-
ating Room Noise

ANSI S12.3-1985 (R 2001) American National Standard Statistical Meth-
ods for Determining and Verifying Stated Noise Emission Values of Ma-
chinery and Equipment

ANSI S12.5-1990 (R 1997) American National Standard Requirements for
the Performance and Calibration of Reference Sound Sources
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ANSI S12.6-1997 (R 2002) American National Standard Methods for Mea-
suring the Real-Ear Attenuation of Hearing Protectors

ANSI S12.7-1986 (R 1998) American National Standard Methods for Mea-
surements of Impulse Noise

ANSI S12.8-1998 (R 2003) American National Standard Methods for De-
termining the Insertion Loss of Outdoor Noise Barriers

ANSI S12.9-1988 Part 1 (R 2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 1

ANSI S12.9-1992 Part 2 (R 2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 2: Measurement of Long-Term, Wide-Area Sound

ANSI S12.9-1993 Part 3 (R 2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 3: Short-Term Measurements With an Observer Present

ANSI S12.9-1996 Part 4 (R 2001) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 4: Noise Assessment and Prediction of Long-Term Commu-
nity Response

ANSI S12.9-1998 Part 5 (R 2003) American National Standard Quantities
and Procedures for Description and Measurement of Environmental
Sound, Part 5: Sound Level Descriptors for Determination of Compatible
Land Use

ANSI S12.9-2000 Part 6 American National Standard Quantities and Pro-
cedures for Description and Measurement of Environmental Sound Part 6:
Methods for Estimation of Awakenings Associated with Aircraft Noise
Events Heard in Homes

ANSI S12.10-2002 ISO 7779:1999 Nationally Adopted International Stan-
dard Acoustics—Measurement of Airborne Noise Emitted by Information
Technology and Telecommunications Equipment

ANSI S$12.11-2003/Part 1 ISO 10302: 1996 (MOD) American National
Standard Acoustics—Measurement of Noise and Vibration of Small Air-
Moving Devices—Part 1: Airborne Noise Emission

ANSI S12.11-2003/Part 2 American National Standard Acoustics—
Measurement of Noise and Vibration of Small Air-Moving Devices—Part
2: Structure-Borne Vibration

ANSI S12.12-1992 (R2002) American National Standard Engineering
Method for the Determination of Sound Power Levels of Noise Sources
Using Sound Intensity

ANSI S12.13 TR-2002 ANSI Technical Report Evaluating the Effectiveness
of Hearing Conservation Programs through Audiometric Data Base Analy-
sis

ANSI S12.14-1992 (R 2002) American National Standard Methods for the
Field Measurement of the Sound Output of Audible Public Warning De-
vices Installed at Fixed Locations Outdoors

ANSI S12.15-1992 (R 2002) American National Standard For Acoustics B
Portable Electric Power Tools, Stationary and Fixed Electric Power Tools,
and Gardening Appliances—Measurement of Sound Emitted

ANSI S12.16-1992 (R 2002) American National Standard Guidelines for
the Specification of Noise of New Machinery

ANSI S12.17-1996 (R 2001) American National Standard Impulse Sound
Propagation for Environmental Noise Assessment

ANSI S12.18-1994 (R 2001) American National Standard Procedures for
Outdoor Measurement of Sound Pressure Level

ANSI S12.19-1996 (R 2001) American National Standard Measurement of
Occupational Noise Exposure

ANSI S12.23-1989 (R 2001) American National Standard Method for the
Designation of Sound Power Emitted by Machinery and Equipment

ANSI S12.30-1990 (R 2002) American National Standard Guidelines for
the Use of Sound Power Standards and for the Preparation of Noise Test
Codes

ANSI S12.35-1990 (R 2001) American National Standard Precision Meth-
ods for the Determination of Sound Power Levels of Noise Sources in
Anechoic and Hemi-Anechoic Rooms

ANSI S12.42-1995 (R 2004) American National Standard Microphone-in-
Real-Ear and Acoustic Test Fixture Methods for the Measurement of In-
sertion Loss of Circumaural Hearing Protection Devices

ANSI S12.43-1997 (R 2002) American National Standard Methods for
Measurement of Sound Emitted by Machinery and Equipment at Worksta-
tions and other Specified Positions

ANSI S12.44-1997 (R 2002) American National Standard Methods for Cal-
culation of Sound Emitted by Machinery and Equipment at Workstations
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and other Specified Positions from Sound Power Level

ANSI S12.50-2002 ISO 3740:2000 Nationally Adopted International Stan-
dard Acoustics—Determination of Sound Power Levels of Noise
Sources—Guidelines for the Use of Basic Standards

ANSI S12.51-2002 ISO 3741:1999 Nationally Adopted International Stan-
dard Acoustics—Determination of Sound Power Levels of Noise Sources
Using Sound Pressure—Precision Method for Reverberation Rooms

ANSI S12.53/1-1999 (R 2004) ISO 3743-1:1994 Nationally Adopted Inter-
national Standard Acoustics—Determination of Sound Power Levels of
Noise Sources—Engineering Methods for Small, Movable Sources in Re-
verberant Fields—Part 1: Comparison Method for Hard-Walled Test
Rooms

ANSI S12.53/2-1999 (R 2004) ISO 3743-2:1994 Nationally Adopted Inter-
national Standard Acoustics—Determination of Sound Power Levels of
Noise Sources Using Sound Pressure-Engineering Methods for Small,
Movable Sources in Reverberant Fields—Part 2: Methods for Special Re-
verberation Test Rooms

ANSI S12.54-1999 (R 2004) ISO 3744:1994 Nationally Adopted Interna-
tional Standard Acoustics—Determination of Sound Power Levels of
Noise Sources Using Sound Pressure—Engineering Method in an Essen-
tially Free Field Over a reflecting Plane

ANSI S12.56-1999 (R 2004) ISO 3746:1995 Nationally Adopted Interna-
tional Standard Acoustics—Determination of Sound Power Levels of
Noise Sources Using Sound Pressure—Survey Method Using an Envelop-
ing Measurement Surface over a Reflecting Plane

ANSI S12.57-2002 ISO 3747:2000 Nationally Adopted International Stan-
dard Acoustics—Determination of Sound Power Levels of Noise Sources
Using Sound Pressure—Comparison Method In Situ

ANSI S12.60-2002 American National Standard Acoustical Performance
Criteria, Design Requirements, and Guidelines for Schools

ASA Committee on Standards (ASACOS)
ASACOS (P. D. Schomer, Chair and ASA Standards Director)

U.S. Technical Advisory Groups (TAGS) for International
Standards Committees

ISO/TC 43 Acoustics, ISO/TC 43/SC 1 Noise (P. D. Schomer, U.S. TAG
Chair)

ISO/TC 108 Mechanical Vibration and Shock (D. J. Evans, U.S. TAG
Chair)

ISO/TC 108/SC2 Measurement and Evaluation of Mechanical Vibration
and Shock as Applied to Machines, Vehicles and Structures (A. F. Kil-
cullen, and R. F. Taddeo U.S. TAG Co-Chairs)

ISO/TC 108/SC3 Use and Calibration of Vibration and Shock Measuring
Instruments (D. J. Evans, U.S. TAG Chair)

ISO/TC 108/SC4 Human Exposure to Mechanical Vibration and Shock (D.
D. Reynolds, U.S. TAG Chair)

ISO/TC 108/SC5 Condition Monitoring and Diagnostic Machines (D. J.
Vendittis, U.S. TAG Chair, R. F. Taddeo, U.S. TAG Vice Chair)

ISO/TC 108/SC6 Vibration and Shock Generating Systems (G. Booth, U.S.
TAG Chair)

IEC/TC 29 Electroacoustics (V. Nedzelnitsky, U.S. Technical Advisor)

Standards News from the United States

(Partially derived from ANSI Reporter, and ANSI Standards Action, with
appreciation)

American National Standards Call for Comment on Proposals
Listed

This section solicits comments on proposed new American National
Standards and on proposals to revise, reaffirm, or withdraw approval of
existing standards. The dates listed in parenthesis are for information only.

ASA (ASC S1) (Acoustical Society of America)
ASA (ASC S2) (Acoustical Society of America)

Reaffirmations
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IEEE (ASC C63) (Institute of Electrical and Electronics
Engineers)

Revisions

BSR C63.19-200x, Methods of Measurement of Compatibility between
Wireless Communications Devices and Hearing Aids (revision of ANSI
C63.19-2001) (6 June 2005)

Sets forth uniform methods of measurement and parametric requirements for
the electromagnetic and operational compatibility and accessibility of
hearing aids used with wireless communications devices operating in the
range of 800 MHz to 3 GHz. However, this version is focused on existing
services, which are in common use.

ASA (ASC S3) (Acoustical Society of America)
Revisions

BSR S3.4-200x, Procedure for the Computation of Loudness of Steady
Sounds [revision of ANSI S3.4-1980 (R2003)] (9 May 2005)

Specifies a procedure for calculating the loudness of steady sounds as per-
ceived by a typical group of listeners with normal hearing, based on the
spectra of the sounds. The possible sounds include simple and complex
tones (both harmonic and inharmonic) and bands of noise. The spectra can
be specified exactly, in terms of the frequencies and levels of individual
spectral components, or approximately, in terms of the levels in 1/3 octave
bands covering center frequencies from 50 to 16 000 Hz. Sounds can be
presented in the free field with frontal incidence, in a diffuse field, or via
headphones.

ASA (ASC S12) (Acoustical Society of America)
Revisions

BSR S12.9-Part 4-200x, Quantities and Procedures for Description and
Measurement of Environmental Sound—Part 4: Noise Assessment and
Prediction of Long-Term Community Response [revision of ANSI S12.9-
Part 4-1996 (R2001)] (25 April 2005)

Specifies methods to assess environmental sounds and to predict the annoy-
ance response of communities to long-term noise from any and all types of
environmental sounds produced by one or more distinct or distributed
sound sources. The sound sources may be separate or in various combi-
nations. Application of the method of the Standard is limited to areas
where people reside and related long-term land uses.

ASTM (ASTM International)
Reaffirmations

BSR/ASTM E1662-1995A (R200x), Classification for Serviceability of an
Office Facility for Sound and Visual Environment [reaffirmation of ANSI/
ASTM E1662-1995A (R99)]

Meeting Notices (for information only)

AMT—The Association For Manufacturing Technology
B11.TR5 Subcommittee—Noise Measurement

The B11.TR5 Subcommittee, sponsored by the Secretariat (AMT), will
hold their next meeting on Thursday and Friday, April 21-22, 2005 at AMT
headquarters in McLean, VA. The B11 Committee is an ANSI-Accredited
Standards Committee on machine tool safety, and the B11.TR5 Subcommit-
tee deals with noise measurement of machine tools. The purpose of this
meeting is to continue revision work on an existing 30 year old industry
standard as a new Technical Report and as an integral part in the B11 series
of American National Standards on machine tool safety. This meeting is
open to anyone with an interest in machine tool safety, particularly as it
relates to noise measurement, and who wishes to participate in standards
development.

Final Actions on American National Standards

The standards actions listed below have been approved by the ANSI
Board of Standards Review (BSR) or by an ANSI-Audited Designator, as
applicable.
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ASA (ASC S1) (Acoustical Society of America)

New Standards

ANSI S1.15-2005/Part 2, Measurement Microphones—Part 2: Primary
Method for Pressure Calibration of Laboratory Standard Microphones by
the Reciprocity Technique (new standard): (9 March 2005)

Withdrawals

ANSI S1.10-1966 (R2001), Calibration of Microphones [withdrawal of
ANSI S1.10-1966 (R2001)]: (9 March 2005)
Reaffirmations

BSR S1.16-2000 (R2005), Method for Measuring the Performance of Noise
Discriminating and Noise Canceling Microphones (reaffirmation of ANSI
$1.16-2000) (25 April 2005)

Describes procedures for measuring the performance of noise-discriminating
and noise-canceling microphones. The signal-to-noise ratio is measured at
1/3 octave band intervals with the desired test source in a diffuse noise
field.

ASA (ASC S2) (Acoustical Society of America)

Reaffirmations

ANSI S2.34-1984 (R2005), Guide to the Experimental Determination of
Rotational Mobility Properties and the Complete Mobility Matrix [reaffir-
mation of ANSI S2.34-1984 (R2001)]

This guide delineates the methods and procedures that may be used to de-
termine the structural mobility properties, translational and rotational, of a
system of points on a structure. This publication is to be used for guidance
only, since the state of the art is still in flux.

ANSI S2.43-1984 (R2005), Criteria for Evaluating Flexible Rotor Balance
[reaffirmation of ANSI S2.43-1984 (R2001)]

Specifies two methods for evaluating the quality of balance of a flexible
rotor in a balancing facility before machine assembly, with the aim that the
rotor will run satisfactorily after machine assembly and installation on site.
The criteria specified are those to be met when the rotor is tested in the
balancing facility, but they are derived from those specified for the com-
plete machine, when installed, or from values known to ensure satisfactory
running of the rotor when it is installed.

ANSI S2.46-1989 (R2005), Characteristics to be Specified for Seismic
Transducers [reaffirmation of ANSI S2.46-1989 (R2001)]

This standard specifies rules for the presentation of important characteristics
for electro-mechanical shock and vibration transducers (seismic pickups),
the electrical outputs of which are known functions of the uniaxial, mul-
tiaxial, or angular accelerations, velocities, or displacements of objects the
motions of which are being measured.

ANSI S2.60-1987 (R2005), Balancing Machines—Enclosures and Other
Safety Measures.

Specifies requirements for enclosures and other safety measures used to
minimize hazards associated with the operation of balancing machines
under a variety of rotor and balancing conditions. It defines different
classes of protection that enclosures and other protective features have to
provide, and describes the limits of applicability for each class of protec-
tion.

ANSI S2.61-1989 (R2005), Guide to Mechanical Mounting of Accelerom-
eters [reaffirmation of ANSI S2.61-1989 (R2001)]

Describes the mounting characteristics of accelerometers to be specified by
the manufacturer and makes recommendations to the user for mounting
accelerometers. The application of this standard is limited to the mounting
of electromechanical transducers of the type that are attached on the sur-
face of the structure in motion. It does not cover other types, such as
relative motion pickups. This standard is in general accordance with ISO
5348-1987.

Withdrawals

ANSI S2.38-1982 (R2001), Field Balancing Equipment—Description and
Evaluation [withdrawal of ANSI S$2.38-1982 (R2001)] (25 April 2005)
Concerns itself with the description and evaluation of portable equipment
used for field (in-place) balancing of rotating machinery. It tells the equip-
ment manufacturer that performance parameters need to be specified and
in what terms, so that the prospective user can assess the applicability of
the equipment for his purpose. At the same time, a prospective user is
given guidance on how to describe his requirements to the equipment

manufacturer.
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ANSI S2.40-1984 (R2001), Mechanical Vibration of Rotating and Recipro-
cating Machinery—Requirements for Instruments for Measuring Vibration
Severity [withdrawal of ANSI S2.40-1984 (R2001)] (18 April 2005)

This standard establishes the requirements of instrumentation for accurately
measuring the vibration severity of machinery. Limitations for frequency,
sensitivity, amplitude range, calibration, and environmental factors are
presented in this standard.

Project Initiation Notification System (PINS)

ANSI Procedures require notification of ANSI by ANSI-accredited
standards developers of the initiation and scope of activities expected to
result in new or revised American National Standards. This information is a
key element in planning and coordinating American National Standards.

The following is a list of proposed new American National Standards
or revisions to existing American National Standards that have been re-
ceived from ANSI-accredited standards developers that utilize the periodic
maintenance option in connection with their standards. Directly and materi-
ally affected interests wishing to receive more information should contact
the standards developer directly.

ASA (ASC S3) (Acoustical Society of America)

BSR S3.50-200X, Text to Speech Synthesis Systems (new standard)

To provide a standard for an evaluation of the intelligibility of synthetic
speech output from text-to-speech systems. Evaluation of speech intelligi-
bility of the synthetic speech output of text-to-speech (TTS) systems,
which convert text input to audible speech output.

ASA (ASC S12) (Acoustical Society of America)

BSR S12.51-Part 2-200x, Acoustics—Determination of Sound Power Lev-
els of Noise Sources Using Sound Pressure—Precision Method for Rever-
beration Rooms—Part 2: Immovable Noise Sources (New Standard)

Specifies a comparison method for determining the sound power level that
would be produced by a source that may be difficult or undesirable to
move within the test facilities. It applies to both broadband noise sources
and sources with discrete frequency components. It specifies test room
qualification requirements, source location, instrumentation and tech-
niques for determining sound power levels of the source with a grade 1
accuracy. This standard does not provide the means to determine directiv-
ity and temporal variation of sound from a source.

When S12 nationally adopted ISO 3741:1999 as ANSI S12.51-2002, it un-
wittingly eliminated a precision method to be used when it is impractical
to move the noise source being tested within the chamber or when the
source is located outside the chamber and connected via a duct. This part
will provide these procedures as a separate document.

IEEE (Institute of Electrical and Electronics Engineers)

BSR/IEEE 115-200x, Test Procedures for Synchronous Machines [revision
of ANSI/IEEE 115-1995 (R2002)]

The scope of the project is to (a) new test results published in IEEE requires
revision of section 7.3.6; and (b) in view of increased interest in vibration
tests, a new section on vibration test procedures should be added. The
standard does not include methods of measurement of vibration in syn-
chronous machines. Vibration tests are now required for both diagnostic
and acceptance testing by industrial customers and utilities. New test re-
sults reported in IEEE papers require the revision of the acceleration
torque test procedure in the current document.

Newly Published ISO and IEC Standards

Listed here are new and revised standards recently approved and pro-
mulgated by ISO-the International Organization for Standardization

ISO Standards
MECHANICAL VIBRATION AND SHOCK (TC 108)

ISO 8041:2005, Human response to vibration—Measuring instrumentation

ISO 18437-2:2005“Mechanical vibration and shock—Characterization of
the dynamic mechanical properties of visco-eleastic materials—Part 2:
Resonance method”

Acoustical Standards News



ISO 18437-3:2005 ““Mechanical vibration and shock—Characterization of
the dynamic mechanical properties of visco-elastic materials—Part 3:
Cantilever shear beam method”

IEC Standards

IEC 60704-2-6 Ed. 2.0 b: 2005, Household and similar electrical
appliances—Test code for the determination of airborne acoustical noise—
Part 2-6: Particular requirements for tumble dryers

ENVIRONMENTAL CONDITIONS, CLASSIFICATION AND
METHODS OF TEST (TC 104)

IEC 60068-2-47 Ed. 3.0 b: 2005, Environmental testing—Part 2-47: Test—
Mounting of specimens for vibration, impact, and similar dynamic tests

IEC Technical Specifications

WIND TURBINE GENERATOR SYSTEMS (TC 88)

IEC/TS 61400-14 Ed. 1.0 en:2005, Wind turbines—Part 14: Declaration of
apparent sound power level and tonality values

ISO Draft Standard

= _

FIG. 1. Standards Director Paul Schomer presents a plaque to George S. K.
Wong, Vice Chair of S1, Acoustics, for his contributions as Project Leader in
regard to two recently published American National Standards: ANSI S1.11-
2004 Specification for Octave-Band and Fractional-Octave-Band Analog

and Digital Filters, and ANSI S1.15-2005/Part 2 Measurement
Microphones—Part 2: Primary Method for Pressure Calibration of Labora-
tory Standard Microphones by the Reciprocity Technique.

SOUNDINGS

MECHANICAL VIBRATION AND SHOCK (TC 108)

ISO/DIS 362-1, Acoustics—Engineering method for the measurement of
noise emitted by accelerating road vehicles—Part 1: Vehicles of categories
M and N (2 July 2005)

ISO/DIS 362-2, Acoustics—Engineering method for the measurement of
noise emitted by accelerating road vehicles—Part 2: Vehicles of category
L (2 July 2005)

ISO/DIS 18431-4, Mechanical vibration and shock—Signal processing—
Part 4: Shock response spectrum analysis (25 May 2005)

ISO/DIS 18434-1, Condition monitoring and diagnostics of machines—
Thermography—Part 1: General procedures (25 June 2005)

IEC Draft Standard

104/363/FDIS, IEC 60068-2-80 Ed.1.0: Environmental testing—Part 2-80:
Tests—Test Fi: Vibration—Mixed mode (15 April 2005)

49/714/FDIS, IEC 61019-2 Ed.2: Surface acoustic wave (SAW)
resonators—Part 2: Guide to the use (22 April 2005)

49/720/FDIS, IEC 62276 Ed.1: Single crystal wafers for surface acoustic
wave (SAW) device applications—Specifications and measuring methods
(13 May 2005)

59A/120/FDIS, IEC 60704-2-3-A1 Ed 2.0: Household and similar electri-
cal appliances—Test code for the determination of airborne acoustical
noise—Part 2-3: Particular requirements for dishwashers (3 June 2005)

FIG. 2. Standards Dirctor Paul Schomer presents a plaque to Richard J.
Peppin, for his contributions as Chair of SI/WG 17, in regard to the publi-
cation of ANSI S1.17-2004/Part 1 American National Standard Microphone
Windscreens—Part 1: Measurements and Specification of Insertion Loss in
Still or Slightly Moving Air.

»

FIG. 3. The ASA Committee on Standards met in Vancouver. Member and guests present include (standing) Bruce Douglas, Richard Harmening, Shri
Narayanan, Kerry Commander, Victor Nedzenitsky, David Evans, George Wong, (seated) Mahlon Burkhard, Steven Lind, Robert Hellweg, Ridhard Peppin,

Paul Schomer.

J. Acoust. Soc. Am., Vol. 118, No. 1, July 2005

Acoustical Standards News 15



REVIEWS OF ACOUSTICAL PATENTS

Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.

Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039

JOHN M. EARGLE, JME Consulting Corporation, 7034 Macapa Drive, Los Angeles, California 90068

SEAN A. FULOP, California State University, Fresno, 5245 N. Backer Avenue M/S PB92, Fresno, California 93740-8001
JEROME A. HELFFRICH, Southwest Research Institute, San Antonio, Texas 78228

MARK KAHRS, Department of Electrical Engineering, University of Pittsburgh, Pittsburgh, Pennsylvania 15261

DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prarie, Minnesota 55344

DANIEL R. RAICHEL, 2727 Moore Lane, Fort Collins, Colorado 80526

CARL J. ROSENBERG, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

NEIL A. SHAW, Menlo Scientific Acoustics, Inc., Post Office Box 1610, Topanga, California 90290

WILLIAM THOMPSON, JR., Pennsylvania State University, University Park, Pennsylvania 16802

ERIC E. UNGAR, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

ROBERT C. WAAG, University of Rochester, Department of Electrical and Computer Engineering, Rochester, New York 14627

6,849,910

43.25.Nm SYSTEMS AND METHODS FOR
IMPROVING THE PERFORMANCE OF SENSING
DEVICES USING OSCILLATORY DEVICES

Bruce J. Oberhardt, Raleigh, North Carolina ef al.
1 February 2005 (Class 257/414); filed 20 May 2003

This inventor claims to have been first to invent micromechanical pi-
ezoelectric fans for use as “surface pumps” that move a gas or liquid in a
flow channel. By operating the fan (in the form of cilia), it is said that the
boundary layer of the liquid is agitated and mixed, improving the perfor-
mance of downstream sensors, such as a smoke alarm. The supposed benefit
is increased rapidity of response of said sensor. The use of such fans is not
new; they have been used to cool integrated circuits for about twenty years.
It is interesting that the novelty claimed is not the mechanism but the prin-
ciple of pumping the medium past the sensor—JAH

6,837,177

43.25.Ts WHISTLE HAVING AIR FLOW
CONVERTER

Masayuki Tanaka, assignor to Molten Corporation
4 January 2005 (Class 116/137 R); filed in Japan 24 July 2000

The inventor argues that the use of “air flow converters” 9a and 9b

J. Acoust. Soc. Am. 118 (1), July 2005

0001-4966/2005/118(1)/17/15/$20.00

will create extra higher harmonics and increase the SPL in the resonant
chambers. Experimental data is presented to back up the assertions.—MK

6,851,990

43.28.Ra METHOD AND DEVICE FOR LOW-NOISE
UNDERWATER PROPULSION

Ahmed A. Hassan et al., assignors to The Boeing Company
8 February 2005 (Class 440/38); filed 18 December 2002

A method and apparatus are described for propelling a watercraft by
repetitively sucking in and expelling water from an on-board liquid cham-
ber. This propulsion system is also said to result in low acoustic
emissions.—WT

6,845,062
43.30.Sf MANATEE WARNING SYSTEM

Christopher Niezrecki et al., assignors to University of Florida
Reasearch Foundation, Incorporated
18 January 2005 (Class 367/131); filed 14 October 2003

While the title of this patent may suggest that this is a device to warn
a manatee of an approaching boat, in fact, the system described is basically
a “big fish” finder that warns the boat operator of the presence of a manatee.
The system comprises a projector, which can be mounted on a buoy, a
mooring, some other underwater structure, or the boat in question, plus a
hydrophone, and a signal processor unit mounted on the boat, which can
process the received echoes and make a decision about the presence of a
particular type of creature and then warn the operator visually or audibly or
even control some operating parameter of the boat.—WT
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6,859,419

43.35.Sx LASER-BASED ACOUSTO-OPTIC UPLINK
COMMUNICATIONS TECHNIQUE

Fletcher A. Blackmon et al., assignors to the United States of
America as represented by the Secretary of the Navy
22 February 2005 (Class 367/134); filed 18 August 2003

An apparatus is described for enabling communication between a sub-
merged vehicle and a nearby airborne aircraft. An acoustic signal is radiated
from the submerged vehicle toward the water’s surface, causing small per-
turbations of the surface. The aircraft transmits a laser beam toward the
same surface, and by appropriately processing the difference between this
transmitted laser beam and its reflection from the surface, a signal represent-
ing the original acoustic signal is generated. —WT

6,850,465

43.35.Wa PULSE GENERATING DRIVE CIRCUIT
FOR AN ELECTROMAGNETIC SOURCE
FOR GENERATING ACOUSTIC WAVES

Arnim Rohwedder, assignor to Siemens Aktiengesellschaft
1 February 2005 (Class 367/137); filed in Germany
22 February 2002

This invention is concerned with the generation of ultrasonic shock
waves for use in medical procedures—the destruction of kidney stones, for
example. Using known prior art, a suitable electrical drive pulse can be
generated by discharging capacitor 22 through transducer coil 23. The new

24

Ul

feature disclosed here is the addition of diode 24 to lengthen the initial pulse
and damp subsequent ringing. Anyone who has had experience with elec-
tromechanical relays will find the technique familiar rather than novel.—
GLA

6,853,315

43.35.Zc PIEZOELECTRIC RATE SENSOR SYSTEM
AND METHOD

Peter J. Schiller et al., assignors to Triad Sensors, Incorporated
8 February 2005 (Class 340/974); filed 23 January 2002

This patent describes an inertial guidance system for use in commer-
cial and private aircraft comprising two gyros, three accelerometers, and a
three-axis magnetometer. The proposed novelty is the combination of accel-
erometers and gyros into one “‘single sheet of piezoelectric material.” No
data are presented nor calculations given of how well such an arrangement
might work, but many assertions are made for being able to compensate the
resulting outputs for temperature and acceleration. The arrangement given
would not likely result in high enough sensitivity to be useful on the MEMS
scale—JAH

18 J. Acoust. Soc. Am., Vol. 118, No. 1, July 2005

6,851,512

43.38.Ar MODULAR MICROPHONE ARRAY FOR
SURROUND SOUND RECORDING

Charles Fox, and Wade McGregor, North Vancouver, British
Columbia, both of Canada
8 February 2005 (Class 181/158); filed in Canada 1 March 2002

While the patent drawings describe an azimuthal microphone array
consisting of five equally spaced pressure elements, the text further states
that the quantity can be varied, suggesting possibilities for higher-order
microphone synthesis. Further descriptions are given of the modular nature
of the assembly and its overall geometry and utility.—JME

6,853,733

43.38.Ar TWO-WIRE INTERFACE FOR DIGITAL
MICROPHONES

Wouter Groothedde et al., assignors to National Semiconductor
Corporation
8 February 2005 (Class 381/111); filed 18 June 2003

As the abstract states, “A two-wire interface for a digital microphone
circuit includes a power line and a ground line. The interface utilizes the
ground line as a ‘voltage active line’ to transmit both clock and data signals
between the digital microphone circuit and a receiving circuit. The digital
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microphone circuit detects the clock signal on the voltage active line and
uses the detected clock signal to operate an ADC to provide digital data.” —
JME

6,854,338

43.38.Bs FLUIDIC DEVICE WITH INTEGRATED
CAPACITIVE MICROMACHINED ULTRASONIC
TRANSDUCERS

Butrus T. Khuri-Yakub and F. Levent Degertekin, assignors to
The Board of Trustees of the Leland Stanford Junior University
15 February 2005 (Class 73/861.27); filed 12 July 2001

The authors devote much space to giving applications for their previ-
ously patented “capacitive micromachined ultrasonic transducer” (United
States Patent 5,619,476) in the fields of fluid pumping and measurement of
fluid properties. No supporting data are given on the efficacy of these de-
vices, and the reader is advised to look to the earlier patent and the two
others cited here for information on how these devices work.—JAH
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6,839,302

43.38.Fx ACOUSTIC EMITTERS FOR USE IN
MARINE SEISMIC SURVEYING

Peter Austad and Rolf Rustad, assignors to WesternGeco
4 January 2005 (Class 367/19); filed in the United Kingdom
4 May 2000

In a seismic survey system, rather than having the acoustic source
transducer be a separately towed unit, it is proposed to make the source an
insert that is connected coaxially with adjacent hydrophone streamer sec-
tions. The annular-shaped source transducer, preferably of piezoelectric ma-
terial and preferably a flextensional type transducer, allows for passage of
the electrical cable to the downstream hydrophones. This transducer element
is encased in a housing, which protects it from the damaging effects of
bending stresses during retrieval and spooling of the entire streamer, but
which is also acoustically transparent. As an alternative embodiment, rather
than a single flextensional transducer, a number of much smaller flexten-
sionals is proposed, each mounted near the outer surface of the same sized
cylindrical housing as before and looking radially outward—WT

6,850,623

43.38.Fx PARAMETRIC LOUDSPEAKER WITH
IMPROVED PHASE CHARACTERISTICS

Elwood G. Norris et al., assignors to American Technology
Corporation
1 February 2005 (Class 381/97); filed 29 October 1999

A parametric loudspeaker modulates an ultrasonic beam to produce
sound from empty air. To achieve the required output level at a modulation
frequency of 40 kHz or so, it is usual to employ an array of piezoelectric
transducers driven at resonance. Unfortunately, it is almost impossible to
acquire a large group of such transducers that are precisely matched. Be-
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cause of the rapid change of phase near resonance, a slight mistuning can
result in destructive interference between individual units. The patent rec-
ommends shifting the modulation frequency slightly upward into a region of
relatively flat phase response. The resulting loss in maximum achievable
sensitivity is more than offset by the practical gain in coherent summation.—
GLA

6,856,580

43.38.Fx NAVAL-HULL MOUNTED SONAR FOR
NAVAL SHIP

Michel Eyries, assignor to Thales
15 February 2005 (Class 367/165); filed in France
8 December 2000

A hull-mounted sonar comprises a projector 20 surrounded by two
coaxial and concentric cylindrical arrays of hydrophones 210. The projector
is formed from a stack of piezoelectric rings 201 whose diameter is chosen
according to the desired transmission frequency. The projector is either gim-

J. Acoust. Soc. Am., Vol. 118, No. 1, July 2005
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bal mounted 202 to keep it vertical, in spite of ship pitch and roll, or the
direction of transmission is electrically stabilized by individually exciting
the rings of the stack. The hydrophones 210 are mounted with random
positioning on the two cylindrical frames, which are acoustically transpar-
ent. The outputs of the various hydrophones are processed to achieve certain
desired directivity characteristics.—WT

6,837,333

43.38.Ja LOUDSPEAKER SYSTEM WITH FORCED
AIR CIRCULATION AND CONTROL CIRCUIT
THEREFORE

Bruce Howze, assignor to Community Light and Sound,
Incorporated
4 January 2005 (Class 181/148); filed 1 April 2002

Heat is a byproduct of electrodynamic acoustic transducer operations.
In this patent, a fan 100 is used to blow air 102, 92, and 106 through the
pole piece vent 58, gaps 92 and 94, the volume defined by the dust cap 18,
cone vent holes 35, and airflow director 70, and then to the exterior of the

==l

loudspeaker, thereby providing cooling in addition to that obtained by con-
vection and radiation. The fan is energized when the applied electrical
power is above a predetermined limit. The patent describes how this method
is an improvement over prior art and also provides a capsule discussion of
the thermodynamic considerations of concern.—NAS

6,845,166

43.38.Ja PLANE DRIVING TYPE
ELECTROACOUSTIC TRANSDUCER

Akira Hara and Kunio Kondo, assignors to Foster Electric
Company, Limited
18 January 2005 (Class 381/399); filed in Japan 2 November 2000

Planar transducers are all the rage right now. This patent offers some
solutions to some problems found in some models of this type. The three
main areas of improvement listed in the patent are (a) better damping of the
diaphragm, (b) a lessening of the difference in the flexural rigidity in the

Reviews of Acoustical Patents 19
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plane of the material, and (c) a means of reducing the cost of assembly. The
patent is relatively easy to read.—NAS

6,853,734

43.38.Ja AUDIO SPEAKER DAMPER WITH
ELECTRICALLY CONDUCTIVE PATHS THEREON
TO CARRY VOICE COIL SIGNALS AND A
METHOD THEREFORE

Joseph Y. Sahyoun, Redwood City, California
8 February 2005 (Class 381/404); filed 19 May 2003

The voice coil centering device of an old electrodynamic loudspeaker
was called a spider because it looked like a spider. In today’s designs it is
shaped more like a bellows and Japanese manufacturers call it a damper.

This patent suggests that a variation of the earlier design not only can supply
a more linear restoring force but can also include reliable conductive traces
for electrical connections.—GLA

6,859,543

43.38.Ja SPEAKER SYSTEM AND METHOD FOR
MAKING THE SAME

Kenneth A. Fingleton, Byron Center, Michigan
22 February 2005 (Class 381/338); filed 25 November 2002

A vertical cylinder has an upward-firing speaker mounted on its top, a
forward-facing tweeter near the top, and a vent near the bottom. As is the

20 J. Acoust. Soc. Am., Vol. 118, No. 1, July 2005
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current fashion in audio patents, all three locations are ‘‘predetermined.”—
GLA

6,856,691

43.38.Ja ELECTRONIC APPARATUS INCLUDING
LOUDSPEAKER SYSTEM

Shuji Saiki et al., assignors to Matsushita Electric Industrial
Company, Limited
15 February 2005 (Class 381/388); filed in Japan 29 August 2002

All laptop computers house one or two tiny loudspeakers. Many lap-
tops, including those made by Matsushita, utilize a touch pad in place of a
joystick or mouse. Might it be possible to combine the touchpad and loud-
speaker into a single small assembly? Better yet, why not use the touchpad
itself as a sound-emitting diaphragm, coupled to the speaker through a small
volume of air? (Actually, since this is a computer patent, sound is outputted
rather than emitted.) Moreover, by properly choosing the frequency ranges

Reviews of Acoustical Patents
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7 and L2. If these are wound in opposite directions, they can be mounted side
~ by side in a single package, thus suppressing radiation and reducing manu-
facturing cost.—GLA
100

6,856,194

43.38.L.c CENTER OF GRAVITY COMPENSATION
OF CLASS-D AMPLIFIER

Johan Nilsson et al., assignors to Dialog Semiconductor GmbH
{ : 0 15 February 2005 (Class 330/10); filed in the European Patent
8 / Office 11 December 2002

The patent explains that power supply fluctations in a class-D amplifier

9 distort the output signal. If pulse width is modified to supply the required

compensation, then jitter is introduced. A method is described whereby the

\ \ < 1 leading edge and trailing edge are also corrected in time so that each pulse
10

. 101 V-Load
of clicks and beeps, the user can be alerted through touch as well as 48

Teal pulse height

center position
corrected

........ 47

Mk

6,856,192 Ideal 'pulse height

is centered at its nominal clock position. The method utilizes a “predelay

43.38.Lc CLASS-D AMPLIFIER OF BTL OUTPUT integrator” and a “‘length-of-pulse integrator” to control start and stop times
TYPE USING FILTER COIL AND LOW-PASS based on integration of the actual supply voltage.—GLA
FILTER

sound.—GLA

Toshihiko Muramatsu, assignor to Yamaha Corporation 6,848,996

15 February 2005 (Class 330/10); filed in Japan 10 October 2001
43.38.Md GAMING DEVICE WITH SOUND
The illustration shows a stereo class-D audio amplifier. Each bridge- RECORDING CHANGES ASSOCIATED WITH
type output includes a pair of L—C lowpass filters. Consider inductors L1 PLAYER INPUTS

William L. Hecht and Kristopher E. Landrum, assignors to IGT
1 February 2005 (Class 463/35); filed 15 October 2001

Take a slot machine. Add a simple finite state control together with
fixed sound tracks. Next, add humans willing to enthusiastically engage
such a machine with coins. The result? A perfect Las Vegas marriage. Com-
plete with soundtrack.—MK

6,856,923

43.38.Md METHOD FOR ANALYZING MUSIC USING
SOUNDS INSTRUMENTS

O
- P%gﬁ[ﬁ{.gy{ Doill Jung, assignor to AMUSETEC Company, Limited
i 15 February 2005 (Class 702/71); filed in the Republic of Korea
5 December 2000
MODULATOR FFT to analyze the spectrum in more detail and (2) tracking from frame to

frame. Conveniently, there is absolutely no mention of the extensive work in

PULSE-WIDTH : The inventor presents two overly broad ideas: (1) using a recursive
i sinusoidal tracking over frames (like MQ coding).—MK

6,792,116

43.38.Si EARPHONE WITH CONTROL DEVICE OF
TIMING CALL SETTING

Min-Yi Liu, Taoyuan, Taiwan, Province of China
14 September 2004 (Class 381/74); filed 4 March 2002

In one page of badly broken English, this patent uses the eight words
of the title at least eight times in a nearly futile attempt to state the purpose

J. Acoust. Soc. Am., Vol. 118, No. 1, July 2005 Reviews of Acoustical Patents 21
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of the device. It seems to be a programmable alarm function built into an

earphone. The same cryptic eight-word phrase appears again in the first
claim.—DLR

6,856,690
43.38.Si COMFORTABLE EARPHONE CUSHIONS

Gerald W. Skulley, assignor to Plantronics, Incorporated
15 February 2005 (Class 381/371); filed 9 January 2002

A headset incorporates a new cushion that provides improved long-
term comfort because it requires less pressure to conform to the user’s ear.
How is this achieved? By making the cushion from a material that is “re-
siliently comformable,” thus requiring less pressure. However, the patent
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does describe one interesting feature: the use of a material “‘capable of

endothermic phase changes at a constant temperature such that the cushion
more effectively conducts heat away from the ear.”—GLA

6,859,657

43.38.Si PERSONAL COMMUNICATIONS
APPARATUS

Michael E. Barnard, assignor to Koninklijke Philips Electronics
N.V.

22 February 2005 (Class 455/575.6); filed in the United Kingdom
29 August 1998

If you combine your Dick Tracy wrist radio with your Orphan Annie
secret decoder ring, what do you get? Answer: a two-way communications
device that transmits data and power between the two components through

22 J. Acoust. Soc. Am., Vol. 118, No. 1, July 2005

the user’s skin. Philips is serious about this approach, and the patent in-
cludes published references demonstrating that it can be done.—GLA

6,839,441

43.38.Tj SOUND MIXING CONSOLE WITH MASTER
CONTROL SECTION

Timothy Clay Powers and Howard Churchill Page, assignors to
Showco, Incorporated
4 January 2005 (Class 381/119); filed 20 January 1998

There are many digital sound mixing consoles used in live and post-

production environments. This is one of them, which now also happens to be
patented, in this case, for “live concert performances, etc.”—NAS

6,845,840

43.38.Tj SURFACE MOUNTED LOUDSPEAKER
AND BRACKET FOR THE MOUNTING THEREOF

Jeffrey N. Cowan et al., assignors to Boston Acoustics,
Incorporated
25 January 2005 (Class 181/150); filed 9 August 2001

A means is described of attaching a loudspeaker enclosure of a certain
form in many different orientations while also providing *“good aesthetics.”

Reviews of Acoustical Patents
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Question: how many domestic divas would concur with the adjective
“good” as applied in this context?>—NAS

6,847,584

43.38.Zp METHOD AND APPARATUS FOR
ACOUSTIC IMAGING OF OBJECTS IN WATER

Vance A. Deason and Kenneth L. Telschow, assignors to Bechtel
BWXT Idaho, LLC
25 January 2005 (Class 367/10); filed 30 June 2003

The preferred embodiment of an underwater camera 120 is described.
An acoustic source 122 ensonifies target 104. The reflected acoustic waves
126 are focused by acoustic lens 108 upon a mechanically compliant screen
12, made of a thin polymer or plastic. A hydrostatic pressure compensating
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procedure must be utilized. The optical processing system 8, described in
some detail in the patent, converts the acoustically induced vibrations of the
screen 12 into optical intensity images representative of the target.—WT

6,858,911
43.40.At MEMS ACTUATORS

Hirokazu Tamura ef al., assignors to Advanced Micriosensors;
Furukawa American, Incorporated
22 February 2005 (Class 257/421); filed 4 December 2002

What could not be claimed under a title like this? The patent is actually
quite specific in its scope, covering magnetically driven linear actuators for
use in linearizing and otherwise altering the force-displacement curve of a
cantilever beam. Despite the abundance of diagrams supplied, it is not clear
what use this has, as the claims are generic and the real devices must be of
millimeter dimensions, making their actuation capabilities rather limited.—
JAH
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6,843,044

43.40.Le DETECTION ARRANGEMENT FOR THE
DETECTION OF A CROP JAMIN A
HARVESTING MACHINE

Steffen Clauss, assignor to Deere & Company
18 January 2005 (Class 56/10.3); filed in Germany
6 September 2002

Crop harversting machines are expensive. Damage to them, as well as
the downtime, is also expensive. This patent describes a method of deter-
mining when the torque in the driveline to the crop harvesting mechanism
20 exceeds an upper limit, which is said to be indicative of a crop jam in the
harvesting mechanism. A cam controlled overload clutch 54 is inserted in

A S Y T ) \

4© 54 36 34 46 48 28 1 24

the drive line and this clutch generates a rattle when the torque limit is
exceeded. This rattle is transmitted by the whole of the crop take-up ar-
rangement 20 and the intake housing 32 to a knock sensor 48, the signal of
which is processed to determine when the driveline should be operated in a

crop jam clearing manner, while also notifying the operator—NAS

6,851,529

43.40.Tm MULTIFUNCTION VIBRATION ISOLATION
STRUT

Stephen R. Jones et al., assignors to Honeywell International
Incorporated
8 February 2005 (Class 188/378); filed 18 April 2002

This strut is intended for applications where a rigid connection be-
tween a support and a payload is desired under normal conditions, but where
a resilient connection is wanted in the event that the support vibrates vio-
lently, as, for example, due to a seismic event. In a strut according to this
patent, the rod that carries the piston of a dual-chamber hydraulic system
also carries a larger-diameter piston of a dual-chamber pneumatic system.
The hydraulic-system chamber is rigidly connected to one end of the pneu-
matic chamber. Under normal conditions, flow of the fluid in the hydraulic
system between its two chambers is blocked by a valve, so that the assembly
is practically rigid. If severe support vibrations are detected by a sensor, the
valve is opened, so that the piston can move and the pneumatic system
comes into play—EEU

6,846,385

43.40.Tm SUSPENSION ARRANGEMENT FOR A
ROLL

Tord Gustavsson, assignor to Metso Paper Karlstad AB
25 January 2005 (Class 162/199); filed in Sweden 25 March 1999

Techniques for the manufacture of paper have been around for a long
time. Current mass production methods for web-based products, such as
paper or cardboard, typically use heavy cylinders to calender or roll the
product. These rolls, 1 and 2, can vibrate, even subtly, due to variations in
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the coating of the cylinders, thickness of the product, among other things,
and these vibrations can affect the quality of the finished product. Prior art
uses an offset support arm, with the roll mounted between the point of
application of the balancing force Fc and the pinned support of the arm. The
present invention uses a pivot mounting arrangement for the roll arm 5. The
location of pivot point 6 is chosen to reduce, and even eliminate, the effect
of these irregularities in the process.—NAS

6,855,039

43.40.Tm STABILIZING COLLAR FOR A
CONCRETE SAW BLADE

David L. Vidmore, Anaheim, California
15 February 2005 (Class 451/342); filed 23 April 2002

In order to suppress vibrations of a rotary saw blade, the blade is
clamped between two metal discs, with only the outermost portion of the
blade protruding from the disks. Some of the disks’ material near the axis of
rotation is removed, so that these disks clamp the blade essentially only near
their rims.—EEU

6,858,970

43.40.Tm MULTI-FREQUENCY PIEZOELECTRIC
ENERGY HARVESTER

Matthew C. Malkin and Christopher L. Davis, assignors to The
Boeing Company
22 February 2005 (Class 310/322); filed 21 October 2002

This intriguing-sounding patent discloses a piezoelectric device for
harvesting vibrational energy using an array of cantilever beams. Each beam
is composed of a mass on the end of a piezoelectric bimorph shaft. The
design is carefully described and well thought out, but the resonant frequen-
cies are apparently in the kHz range, making the device applicable mainly to
power generation from turbines and other high-speed machinery—JAH

6,857,231

43.40.Vn PROPELLER-CONTROLLED ACTIVE
TUNED-LIQUID-COLUMN DAMPER

Yung-Hsiang Chen, Junghe, Taipei, Taiwan, Province of China
22 February 2005 (Class 52/167.2); filed 9 April 2003

The device described in this patent is intended for the suppression of
low-frequency vibrations of ships, buildings, bridges, etc., due to earth-
quakes, wind, water waves, and the like. The device consists of a U-shaped
vessel that is partially filled with a fluid, with one or more propellers in-
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stalled in the horizontal section of the vessel. These propellers are driven by
servomotors in response to signals generated by a controller, which receives
inputs from a structural motion sensor and from fluid-surface and fluid-
velocity sensors.—EEU

6,848,314

43.40.Yq DATA RECEIVING DEVICE FOR USE IN
AN IMPULSE-BASED DATA TRANSMISSION
SYSTEM

Ilan Goldman, Herzliya, Israel
1 February 2005 (Class 73/649); filed in Israel 10 February 2000

Although the title refers to a device only, the claims of this patent also
cover “A data transmission system” and “A method for transmission of
data.” As a practical example, consider an electronic door lock. Instead of

14

using a keypad for entry, might it not be easier to tap out a simple code on
the door itself? The receiving device described and shown appears to be a
generic inertia transducer, presumably optimized for this application.—GLA

6,849,053

43.40.Yq SHOCK WAVE SOURCE WITH A WAVE
DAMPING COIL CARRIER

Mario Bechtold et al., assignors to Siemens Aktiengesellschaft
1 February 2005 (Class 601/4); filed in Germany
10 September 2001

Electromagnetic sources of shock waves in water are used in a variety
of medical applications, for example, for the disintegration of kidney stones.
Such a shock wave source consists of a coil carrier, a coil, and a metallic
membrane that is insulated from the coil. As waves are launched into the
water when the membrane is actuated, oscillations are induced in the coil
carrier, resulting in unpleasant audible noise. According to this patent, this
noise is reduced by use of a coil carrier material with relatively high damp-
ing, by use of a coil carrier with an axially aligned honeycomb structure,
and/or by making the coil carrier highly asymmetric—EEU

6,855,398

43.55.Ev SOUND ABSORBING AND HEAT
INSULATING MATERIAL, AND METHOD OF
MANUFACTURING SAME

Fumikazu Machino ef al., assignors to Osaka Gas Company,
Limited
15 February 2005 (Class 428/198); filed 12 February 1999
This thermal and acoustics insulation material is made using wool-like
carbon fibers that are made from anisotropic pitch. The fibers have high
tensile strength, durability, and compression resilience. They are light-
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weight, chemically stable, incombustible, and do not generate toxic fumes.
Most notably, because of the carbonizing temperature at which the carbon
fibers are set, they have reduced electrical conductivity. This material is well
suited for high-speed train cars and aircraft. The patent also describes the
manufacturing process for the fibers.—CJR

6,792,404
43.58.Kr STI MEASURING

Kenneth Dylan Jacob, assignor to Bose Corporation
14 September 2004 (Class 704/228); filed 22 January 2001

This very brief patent devotes three full paragraphs to the “Detailed
Description” section, describing the patented device for measuring the
speech transmission index. An off-the-shelf spectrum analyzer has been
adapted by adding a control chip to preprogram an analysis of the particular
audio source signal used. A separate, handheld audio generator may be a
CD, tape, MP3, or other suitable player—DLR

6,850,555
43.60.Dh SIGNALLING SYSTEM

Michael John Barclay, assignor to Scientific Generics Limited
1 February 2005 (Class 375/141); filed in the United Kingdom
16 January 1997

The inventor proposes an interesting cross between spread spectrum

transmission and audio. The specific application is the updating of electronic
price tags in a supermarket, but the overall idea is more general —MK

6,853,869

43.60.Dh METHOD AND APPARATUS FOR
GENERATING SURROUND-SOUND DATA

Kei Nishioka, assignor to Rohm Company, Limited
8 February 2005 (Class 700/94); filed in Japan 17 November 1999

The use of ““surround sound” in this patent is something of a misno-
mer, inasmuch as the patent deals primarily with a single audio channel
“looping™ circuit, in which a signal is fed back on itself multiple times.
Such elements as these may be used as building blocks in larger surround-
sound-synthesis programs. The basic circuit is shown in the figure. Here,
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complementary compression and expansion (known as ‘‘compansion”) are
used to preserve signal-to-noise integrity when multiple passes are made
through the loop. In other embodiments, digital technology is used to main-
tain the integrity of multiple passes through the use of noise shaping.—JME
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6,857,312

43.60.Dh SYSTEMS AND METHODS FOR SENSING
AN ACOUSTIC SIGNAL USING
MICROELECTROMECHANICAL SYSTEMS
TECHNOLOGY

Howard C. Choe and Emel S. Bulat, assignors to Textron Systems
Corporation
22 February 2005 (Class 73/170.13); filed 29 October 2003

Hot-wire anemometers are arrayed in front of a miniature condenser
microphone to provide wind velocity data. These data are processed to pre-
dict pressure fluctuations due to wind. It all happens on board in an ASIC
that delivers a clean audio signal in real time. The devices are not integrated
into a single silicon assembly, and one wonders how well the cancellation
can be done in real time, considering the randomness of turbulence. A sig-
nificant part of the patent is devoted to describing arrays of narrow-band
microphones for use as signal classifiers, which is tangential to the former
topics. There is a lot of detail on how such structures would be fabricated.—
JAH

6,850,621

43.60.Lq THREE-DIMENSIONAL SOUND
REPRODUCING APPARATUS AND A THREE-
DIMENSIONAL SOUND REPRODUCTION METHOD

Hiromi Sotome et al., assignors to Yamaha Corporation
1 February 2005 (Class 381/17); filed in Japan 21 June 1996

Here is yet another method for deriving a “three-dimensional” effect
from a single audio channel. As seen in the figure, a stereo effect is first
simulated from a single input channel, and the two outputs are further fil-
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tered (delayed) and cross-fed left to right and vice versa to create some
degree of out-of-bounds imaging. The effect is intended to enhance close-in
listening to a variety of electronic musical instruments.—JME

6,850,622
43.60.Lq SOUND FIELD CORRECTION CIRCUIT
Yoshimichi Maejima, assignor to Sony Corporation

1 February 2005 (Class 381/22); filed in Japan 29 May 1997

A “virtualizer” circuit is used to create a family of playback cues over
two loudspeakers for subsequent psychoacoustical localization at a variety
of virtual positions (left, front, right, and rear) for television and video disk
viewing. The primary “steering” tools here are sets of approximated
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INPUTS ¢ 2g ouTPUTS 6,850,775
L
Lt DECODER R VIRTUALIZER | ~ - 43.66.Ts FITTING-ANLAGE
(RESTORATION [~ 7| CIRCUIT
r\OASLZ‘I‘_IC—HC&~ 9 (MULT!-CH TO Christian Berg, assignor to Phonak AG
S 2 -CH ) —= R .
Rt — 1 February 2005 (Class 455/556.1); filed 18 February 2000

Parameter settings and signal processing algorithms stored in a hearing
aid are updated from a server via a cell phone or personal digital assistant
(PDA). This allows the fitting to be optimized based on the individual wear-
er’s comments and performance. The link between the cell phone or PDA
and hearing aid may be wired or wireless. Either the wearer or fitting spe-
cialist may update the hearing aid—DAP

HRTFs. As can be seen in the figure, the incoming signals from the program
source already consist of a set of intended directional signals, via Dolby
surround matrix encoding. These are mixed back to two channels with sub-
sequent spatial reassignment via HRTFs.—JME

6,855,104

43.66.Ts IMPLANTABLE TRANSDUCER FOR
HEARING AIDS AND PROCESS FOR TUNING THE
FREQUENCY RESPONSE OF ONE SUCH
TRANSDUCER

6,853,732

43.60.Lqg CENTER CHANNEL ENHANCEMENT OF
VIRTUAL SOUND IMAGES

William Clayton Scofield, assignor to Sonics Associates,
Incorporated

Christoph Schmid et al., assignors to Phonak AG
8 February 2005 (Class 381/27); filed 1 June 2001

15 February 2005 (Class 600/25); filed in the European Patent
Office 20 November 2002

A hermetically sealed electromagnetic implantable transducer may act

[ TTIT]

—o— without membranes

-0~ 13:20um, 18:20um
% 13:25um  18:30um

According to the patent text, the reproduction of center channel (in-
phase) program information over normal two-channel stereo loudspeakers
may suffer from “hole in the middle” or “in the head” localization. The
patent suggests the use of a center loudspeaker, fed a properly processed
signal, for alleviating these ills. The patent further suggests that the use of a
center loudspeaker can also alleviate similar localization problems employ-
ing headphones. The amount and variety of signal processing required to do
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all of this appears complex beyond all reason.—JME 10 — E/ g
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43.66.Ts SYSTEM FOR PROGRAMMING HEARING I
AIDS ooon
Scott T. Armitage, assignor to Micro Ear Technology, Frequency (Hz)

Incorporated

as a sensor or actuator. A flexible membrane connects the static and dynamic
1 February 2005 (Class 713/1); filed 10 September 2002

portions of the transducer and enables tuning the frequency response.—DAP

A host computer sends and receives serial data and control signals

to/from a hearing aid programming device via a PCMCIA, USB, RS-232,
)
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6,850,882

43.70.Jt SYSTEM FOR MEASURING VELAR
FUNCTION DURING SPEECH

up | % B W l i3 1 1 Lm
m B PLUCL WTERFHCE _E; : Martin Rothenberg, Dewitt, New York
W | OPERAING SSTEN _u» é”rﬁﬂ%'?ﬁ}e'?"(m) PR‘%;SOR 1 February 2005 (Class 704/211); filed 23 October 2000
T I T MR 7 : A slight updating is presented for the famous ‘““Rothenberg mask™ in
%y 12w % }-# ———————— {{ its particular application to the measurement of the nasal/oral airflow ratio,
PCHCIA %ﬁgml o] o 0 VO MEMORsz and thereby, velar. function. An optim?zed form of the mask apparatus is
7 (53"5’,{‘) suggested, by which nasal and oral airflows are separated and measured

using resistance screens (which convert the flow variations to pressure varia-
tions) and pressure transducers. This much is not new; the innovation in-
volves the notion of then bandpass filtering the airflow transducer signal to
encompass the voice fundamental frequency as closely as possible, or alter-
natively, a wider and higher bandwidth encompassing the first formant fre-
quency. The idea is to filter out the subsonic airflow components, which are
inordinately influenced by articulator movements and do not accurately re-
flect the true oral/nasal division of the actual speech airflow. It is suggested
that the fundamental-frequency band best reflects the true oral/nasal airflow
ratio, and various ad hoc methods are suggested for determining this band
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SCSI, IEEE 1394 Firewire, or wireless communication interface. The hear-
ing aid programming interface is portable but also electrically isolates the

host computer from the hearing aid.—DAP
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for the subject wearing the mask.—SAF
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6,796,798
43.71.Ft DYNAMIC READING INSTRUCTION

Thomas Sanocki, assignor to University of South Florida
28 September 2004 (Class 434/156); filed 27 March 2003

The premise here is that it will be easier to learn to read if additional
associations can be evoked leading to connections between articulation,
sound, and meaning, especially given certain learning deficiencies. The

0

e
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premise is almost certainly valid. The value of this particular implementa-
tion remains to be seen. The letter shown would be animated so that the puff
of air is unmistakable. According to the cited references, the patent author
published related materials in the early 1990s.—DLR

6,785,652

43.72.Ar METHOD AND APPARATUS FOR
IMPROVED DURATION MODELING OF PHONEMES

Jerome R. Bellegarda and Kim Silverman, assignors to Apple
Computer, Incorporated
31 August 2004 (Class 704/266); filed 19 December 2002

This patent is a continuation of United States Patent 6,553,344, re-
viewed in J. Acoust. Soc. Am. 115, 2701 (2004). The phoneme duration
model described here is essentially the same as in the earlier patent. Some of
the factors considered in the weightings include preceding and following
phonemes, duration to the utterance end, number of phonemes to utterance
end, position of the phoneme in the word, and position of the word in the
utterance, just to name a few.—DLR

6,850,884

43.72.Ar SELECTION OF CODING PARAMETERS
BASED ON SPECTRAL CONTENT OF A
SPEECH SIGNAL

Yang Gao and Huan Yu-Su, assignors to Mindspeed Technologies,
Incorporated
1 February 2005 (Class 704/224); filed 14 February 2001

A general method is outlined for modifying a digital encoding of
speech in accordance with detected variations in the spectrum of the input
speech signal. Various specific embodiments are run through to exemplify
the process, including the adaptive selection of different LPC parameters for
encoding (by means of different bandwidth expansion constants) in response
to particular spectral slopes of the input speech, or the adaptive selection of
weight constants for perceptual weighting filters applied to the encoding,
again in response to particular spectral slopes of the input speech. The patent
seems sufficiently detailed to inform the experienced reader—SAF

6,845,379

43.72.Gy SOUND DATA PROCESSING SYSTEM
AND PROCESSING METHOD

Fumiaki Ito et al., assignors to Canon Kabushiki Kaisha
18 January 2005 (Class 707/102); filed in Japan 30 March 2000

In order to simultaneously process audio outputs and sounds presented
from a wide variety of unexpected sources across networks, a methodology

J. Acoust. Soc. Am., Vol. 118, No. 1, July 2005
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using metadata is proposed that would set the output format corresponding
to the contents of a sound, regardless of the source of that sound.—DAP

6,792,407

43.72.Ja TEXT SELECTION AND RECORDING BY
FEEDBACK AND ADAPTATION FOR
DEVELOPMENT OF PERSONALIZED
TEXT-TO-SPEECH SYSTEMS

Nicholas Kibre et al., assignors to Matsushita Electric Industrial
Company, Limited
14 September 2004 (Class 704/260); filed 30 March 2001

This is a system for collecting speech recordings for the purpose of
training a speech synthesizer. The concatenative synthesis uses a large da-
tabase of speech fragments to construct the synthesized speech output. In
order to minimize the time required for making the training recordings, a
selection algorithm finds the shortest subset of the provided texts that will
cover the phonetic inventory required by the training procedure. This
“greedy’” snippet selection algorithm is described in some detail—DLR

6,801,894

43.72.Ja SPEECH SYNTHESIZER THAT
INTERRUPTS AUDIO OUTPUT TO PROVIDE
PAUSE/SILENCE BETWEEN WORDS

Yoshihisa Nakamura and Hiroaki Matsubara, assignors to Oki
Electric Industry Company, Limited
5 October 2004 (Class 704/258); filed in Japan 23 March 2000

This patent pertains to the playback of recorded speech phrases that
have been stored in a ROM memory device. The speech is stored using a
standard ADPCM coding and all playback systems are well-known prior art.
The sole issue here is that unless the stored phrases are extremely well
matched, the playback would be enhanced by including a certain length of
pause between items. However, it is expensive to store silences, even in
ADPCM coding. So extra hardware is added to silence the output for speci-
fied periods. In other words, there is nothing new here.—DLR
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6,785,650

43.72.Ne HIERARCHICAL TRANSCRIPTION AND
DISPLAY OF INPUT SPEECH

Sara H. Basson et al., assignors to International Business
Machines Corporation
31 August 2004 (Class 704/235); filed 16 March 2001

This automatic transcription system is based on a speech recognizer
with a typical phonetic analysis, but that uses a detailed linguistic model to
produce output in the form of phonemes, syllables, and parsed word struc-
tures, rather than the typical text strings. Intended as a tutor for reading
skills and to teach lip reading, the system includes several levels of well-
known statistical analyses, optionally producing n-best lists of possible rec-
ognition results. The results are presented in a multilevel scheme in which
words are displayed if the confidence is high, syllables if the words do not
meet the criteria, and phonetic elements if the syllables do not make it.—
DLR

6,789,065

43.72.Ne SYSTEM, METHOD AND COMPUTER
PROGRAM PRODUCT FOR POINT-TO-
POINT VOICE-ENABLED DRIVING DIRECTIONS

Mikael Berner et al., assignors to BeVocal, Incorporated
7 September 2004 (Class 704/275); filed 24 January 2001

This system uses a speech recognition component as part of an auto-
mobile navigation assistant. Recognition is used to enter the destination
address into the system. The starting point may be determined by further
recognition or by another means, such as a GPS device. A surprising portion
of the short patent text is given to touting the merits of various computer
languages used in constructing a travel route from point A to point B, a topic
not mentioned in the single, short claim.—DLR

6,792,096

43.72.Ne DIRECTORY ASSISTANCE DIALOG WITH
CONFIGURATION SWITCHES TO SWITCH

FROM AUTOMATED SPEECH RECOGNITION TO
OPERATOR-ASSISTED DIALOG

John M. Martin et al., assignors to SBC Technology Resources,
Incorporated
14 September 2004 (Class 379/218.01); filed 11 April 2002

A system is described in which a speech recognizer is used to assist a
human operator in providing a telephone directory assistance function. The
recognition architecture is arranged so the human operator can easily take
over the dialog at any of several points of the transaction. Part of the moti-
vation for providing the close human/machine interaction seems to be in-
tended as an aspect of training the speech recognizer. So the human operator
is acting as a tutor for the machine operator—DLR

6,792,409

43.72.Ne SYNCHRONOUS REPRODUCTION IN A
SPEECH RECOGNITION SYSTEM

Heribert Wutte, assignor to Koninklijke Philips Electronics N.V.
14 September 2004 (Class 704/276); filed in the European Patent
Office 20 December 1999

This automated dictation system operates in two phases. In the initial
step, word recognition is performed, while the user’s speech input is also
being recorded and tagged to the recognized word sequence. In the second
phase, the recorded speech is played back while each recognized word is
highlighted on a display. That much is prior art. This system offers a
smoother control structure, allowing the user to easily stop the playback and

28 J. Acoust. Soc. Am., Vol. 118, No. 1, July 2005

correct a word, reenter specific words or phrases, or specify repeats, and
then continue in either mode. The patent text includes a very brief descrip-
tion of the recognition technology.—DLR

6,795,806

43.72.Ne METHOD FOR ENHANCING DICTATION
AND COMMAND DISCRIMINATION

James R. Lewis and Kerry A. Ortega, assignors to International
Business Machines Corporation
21 September 2004 (Class 704/260); filed 20 September 2000

This patent describes a control system for an automated dictation rec-
ognizer. The emphasis here is on a novel system in which an eye tracker
helps to identify the operator’s intent; whether a speech utterance is intented

20\ 32

as a control phrase or as further dictation content. Curiously, the patent says
little about specific screen layouts to be used with the eye tracker—DLR

6,850,602

43.72.Ne METHOD AND APPARATUS FOR
ANSWERING MACHINE DETECTION IN
AUTOMATIC DIALING

Wu Chou, assignor to Avaya Technology Corporation
1 February 2005 (Class 379/80); filed 27 March 2002

To facilitate telemarketing, a methodology is described to identify
whether a response to automatic dialing is a machine or not. The system
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determines within a predetermined time interval whether a tone or speech is
present in the response and, if speech, whether a dialog can occur.—DAP
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6,801,891
43.72.Ne SPEECH PROCESSING SYSTEM

Philip Neil Garner and Jason Peter Andrew Charlesworth,
assignors to Canon Kabushiki Kaisha

5 October 2004 (Class 704/254); filed in the United Kingdom
20 November 2000

This patent describes a step in a speech recognition process in which
sequences of subword units are optimally combined so as to form the words
being recognized. Various subword units are considered, including pho-
nemes, syllables, or Japanese katakana. The patent includes an extensive and
well-written discussion of the matching process, based on the probabilities
of insertions and deletions, much of which is repeated in the 70 detailed
claims. A standard dynamic programming approach is used to walk through
the matrix of possibilities.—DLR

6,801,893

43.72.Ne METHOD AND APPARATUS FOR
EXPANDING THE VOCABULARY OF A SPEECH
SYSTEM

Gerhard Backfried and Hubert Crépy, assignors to International
Business Machines Corporation

5 October 2004 (Class 704/257); filed in the European Patent
Office 30 June 1999

This patent addresses the issue of adding new vocabulary to a large-
vocabulary speech recognition system. Specifically, it includes steps in-
tended to deal with ““special” words that do not fit a typical language model,
such as acronyms, names, and expressions. When the system first “hears” a
new word, it first asks the user to type in that word. A letter-to-sound system
then attempts to reconstruct the pronunciation of the word as it was spoken
by the user. If the match is close enough, the new word is simply added to
the vocabulary. If not, a variety of strategies is described by which the
system attempts to model the word as spoken and as spelled.—DLR

6,845,251

43.72.Ne ADVANCED VOICE RECOGNITION
PHONE INTERFACE FOR IN-VEHICLE SPEECH
RECOGNITION APPLICATIONS

Charles A. Everhart et al., assignors to Visteon Global
Technologies, Incorporated
18 January 2005 (Class 455/563); filed 29 November 2000

A phone number is entered into an automobile speech recognition
system using a voice command, dialed with a second voice command, and
33
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associated with a tag using a third voice command. The tag is then stored
into a phone directory with a fourth voice command.—DAP
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6,801,890

43.72.Ne METHOD FOR ENHANCING
RECOGNITION PROBABILITY IN VOICE
RECOGNITION SYSTEMS

Ulrich Kauschke et al., assignors to DeTeMobil, Deutsche Telekom
MobilNet GmbH; Deutsche Telekom AG
5 October 2004 (Class 704/243); filed in Germany 3 February 1998

A prior patent cited here is said to describe a method of speech recog-
nition in which, after the successful recognition of a word, the stored analy-
sis results for previous utterances of the same word are updated. This up-
dating is referred to as post-training. Exactly how it was to be done in the
earlier patent is not described here, but is criticized as being ineffective. In
fact, what is described here is not the post-training process, per se, but rather
the decision process by which a recognition is deemed to have been suc-
cessful. This reviewer finds that to be curious, in that the claims seem to
hang on the “characterization” of the post-training, while saying only that it
would be “based on a comparison through correlation,” without further
discussion.—DLR

6,856,956

43.72.Ne METHOD AND APPARATUS FOR
GENERATING AND DISPLAYING N-BEST
ALTERNATIVES IN A SPEECH RECOGNITION
SYSTEM

Chris Thrasher and Fileno A. Alleva, assignors to Microsoft
Corporation
15 February 2005 (Class 704/251); filed 12 March 2001

A number of recent patents from competing corporations all present
variations on this same theme, so this one will be reviewed as representa-
tive. The idea, which involves a statistical computation and not an acoustic
innovation, is to improve the response of a standard speech recognition
system when there is high uncertainty about the recognized string or word
by computing an N-best list of alternative words at each point in the string
from a recognizer confidence score. When a string of words is to be consid-
ered, a set of hypothesis paths through the various alternatives can be pro-
vided in the form of a “hypothesis lattice.”” The hypothesis alternative paths
can then be confidence scored and ranked for a presentation to the user as
alternatives that they might have said. It is further suggested that the N-best
alternatives need not be computed until the user highlights incorrectly rec-
ognized text. It seems to this reviewer that all of the recent patents (three
this month and one last month) involving this idea overlap to a very high
degree, making it difficult to determine who in fact holds the patent on the
idea.—SAF

6,850,885
43.72.Ne METHOD FOR RECOGNIZING SPEECH

Daniela Raddino et al., assignors to Sony International (Europe)
GmbH

1 February 2005 (Class 704/236); filed in the European Patent
Office 13 December 2000

This patent confronts a common problem in ‘““word-spotting” speech
recognition systems, in which the likelihood provided by the “garbage
model” for out-of-vocabulary items exceeds that provided by a keyword
model, when a known keyword was actually uttered. The simple solution
here is to associate a variable penalty, depending upon the specifics of the
application, with a selection of the garbage model, thereby encouraging the
selection of the best keyword model.—SAF
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SOUNDINGS

6,853,971

43.72.Ne TWO-WAY SPEECH RECOGNITION AND
DIALECT SYSTEM

George W. Taylor, assignor to Micron Technology, Incorporated
8 February 2005 (Class 704/10); filed 21 June 2002

To reduce time for reliably transcribing speech from multiple users
into text, user queries are paired with a dialectal database to help determine
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the likely dialect of a user prior to training the speech recognition system.
—DAP
6,838,607

43.75.Hi MOTORIZED PERCUSSION DEVICES

Daniel J. Elliot and George T. Foster, assignors to Elliot Rudell
4 January 2005 (Class 84/422.4); filed 28 February 2001

One of the very first tasks for a beginning percussion student is to
develop a fine drum roll. Well, why not just use a battery powered drumstick
vibrator? Surely all jazz drummers would shake their heads in
amazement.—MK

6,838,604

43.75.Kk WOODEN BARS ARRANGED FOR
PERCUSSION INSTRUMENTS

Hiroyasu Abe et al., assignors to Yamaha Corporation
4 January 2005 (Class 84/402); filed in Japan 7 September 2001

Pitched percussion instruments, such as the marimba, used to depend
on the availability of rare and unusual woods. These woods are now impos-
sible to find or extremely expensive. The solution presented here is the
lamination of a base wood, a plastic layer, and a top hardwood. The patent
includes various details about grain variation and is all in all very
readable. —MK
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6,835,886

43.75.Wx TONE SYNTHESIS APPARATUS AND
METHOD FOR SYNTHESIZING AN ENVELOPE ON
THE BASIS OF A SEGMENT TEMPLATE

Motoichi Tamura and Yasuyuki Umeyama, assignors to Yamaha
Corporation

28 December 2004 (Class 84/627); filed in Japan
19 November 2001

The envelope shape is of critical importance in computer synthesis of
musical instruments. This particular patent presents an arbitrary selection of
envelopes for use in a synthesis setting. The patent describes how these
envelope segments can be used to create larger gestures.—MK

6,835,887

43.75.Wx METHODS AND APPARATUS FOR
PROVIDING AN INTERACTIVE MUSICAL GAME

John R. Devecka, Clifton, New Jersey
28 December 2004 (Class 84/743); filed 4 March 2002

Once again, it is man versus machine—this time it is a percussion
drum set in an arcade setting. Other patents have examined similar situa-
tions, e.g., United States Patent 6,342,665 [reviewed in J. Acoust. Soc. Am.
112, 803 (2002)].—MK

6,848,537
43.80.Qf STETHOSCOPE

Richard J. Deslauriers, Robert T. Potash, and S. Windsor, both of
Woodbury, Connecticut
1 February 2005 (Class 181/131); filed 20 July 2001

The apparent difference of this stethoscope from prior models is that it
features a second layer of insulation over an inner layer of insulation in the
tube running from the head assembly to the earpiece assembly in an effort to
better isolate the heart signals from outside noise.—DRR

6,855,116

43.80.Qf ESOPHAGEAL STETHOSCOPE WITH
CARRIER MEMBERS FOR CARDIAC PACING AND
OXIMETRY

John L. Atlee III, Hartland, Wisconsin
15 February 2005 (Class 600/528); filed 6 February 2003

This device is an esophageal probe for performing recording, monitor-
ing, or stimulation functions from or within the esophagus, such as transe-
sophageal monitoring of cardiac activity, transesophageal cardiac stimula-
tion, such as cardiac pacing, or esophageal oximetry. It includes a tubular

flexible body having an acoustic input region. The carrier member carries
one or more devices for providing esophageal recording, monitoring, or
stimulation functions. For transesophageal cardiac pacing, electrodes are
attached to the carrier member, which enables the device to function as a
pacer.—DRR
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6,849,047

43.80.Sh INTRAOSTEAL ULTRASOUND DURING
SURGICAL IMPLANTATION

Mark R. Goodwin, assignor to Cutting Edge Surgical,
Incorporated
1 February 2005 (Class 600/437); filed 28 March 2003

Intraosteal ultrasound is the application of acoustical energy to facili-
tate “‘real time” manipulation and navigation of a device for intraosseous
placement of synthetic or biological implants and to diagnose the condition
into which the implant is being emplaced. Examples of such applications
include the placement of bone screws or other implants through vertebral
pedicles during spinal fusion surgery. Devices performing such procedures
can create a lumen or channel into the bone at the desired site, and may
include a probe for providing realtime feedback of differences in the density
of the tissue, typically differences in acoustical impedance between cancel-
lous and cortical bone. These devices may also include a means for moni-
toring the feedback such as an imaging screen that can be used by the
surgeon as he/she creates the channel, and/or an audible signal that indicates
the presence of different tissues. The system can also be used for diagnostic
purposes.—DRR

6,855,123
43.80.Sh THERAPEUTIC ULTRASOUND SYSTEM

Henry Nita, assignor to Flow Cardia, Incorporated
15 February 2005 (Class 604/22); filed 2 August 2002

This is a device for ablating obstructions from tubular anatomical
structures, such as blood vessels. It is an ultrasound system that incorporates
a catheter consisting of a flexible catheter body containing at least one
lumen extending longitudinally inside that body. The catheter also includes
an ultrasound transmission member extending longitudinally through the
lumen of the catheter body. The ultrasound transmission member’s proximal
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end is connected to a separate ultrasound generator and its distal end is
coupled to the distal end of the catheter body, which is flexible. The trans-
mission member is connected through a sonic connector to an ultrasound
transducer. This system also provides a method for reverse irrigation and
removal of particles.—DRR

6,852,081

43.80.Vj VOLUME RENDERING IN THE ACOUSTIC
GRID METHODS AND SYSTEMS FOR
ULTRASOUND DIAGNOSTIC IMAGING

Thilaka Sumanaweera et al., assignors to Siemens Medical
Solutions USA, Incorporated
8 February 2005 (Class 600/443); filed 13 March 2003

Volume rendering is accomplished using a graphic accelerator card and
acoustic data in a grid to reduce or eliminate scan conversion prior to
rendering.—RCW
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SOUNDINGS

6,853,856

43.80.Vj DIAGNOSTIC IMAGING INTERVENTIONAL
APPARATUS

Jeffrey H. Yanof ef al., assignors to Koninklijke Philips
Electronics N.V.
8 February 2005 (Class 600/417); filed 21 November 2001

A mechanical arm is used along with an imaging apparatus to accom-
plish an interventional procedure. The arm includes a number of jointed
segments and a means to grip and release a surgical instrument during the
procedure. The imaging system can be an x-ray CT scanner, a magnetic
resonance imaging system, or an ultrasonic imaging system.—RCW

6,858,009
43.80.Vj ULTRASONIC ANGIOSCOPE SYSTEM

Satoshi Kawata et al., assignors to Japan Science and Technology
Corporation
22 February 2005 (Class 600/439); filed in Japan 18 July 2000

This system consists of a laser 11 that is outside the body, a probe 20
that delivers the laser beam into blood vessel 1, a lens 14 that focuses the
beam, a water chamber 15 in which the focused beam produces ultrasonic
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waves 17, hydrophones 18 that receive reflections of the emitted ultrasonic
waves, and a means 21 to form a three-dimensional image by using a syn-
thetic aperture method.—RCW

6,858,010

43.80.Vj IDENTIFYING CLINICAL MARKERS IN
SPATIAL COMPOUNDING ULTRASOUND IMAGING

Ismayil M. Guracar and Wayne J. Gueck, assignors to Siemens
Medical Solutions USA, Incorporated
22 February 2005 (Class 600/443); filed 6 May 2003

Clinical markers such as bright areas or shadowed regions that are
often visible in single images but made less visible by compounding are
preserved by displaying both a single image and a compound image or by
adding the clinical marker information back into a compound image.—RCW
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Recently, automated porpoise-click-detectors (T-PODs, Chelonia-Marine-Research) have been used
intensively in monitoring harbor porpoises (Phocoena phocoena) in the wild. However, the
automated click-detection-mechanism of the T-POD leads to questions on the characteristics of the
detection process. We undertook experiments with six captive harbor porpoises (four subadult males
in one pool, two adult males in another) at the Dolfinarium Harderwijk (Netherlands). One T-POD
was placed for over a week in each pool, while the behavior of the porpoises was logged by visual
observation. Data were analyzed using the T-POD software. A total of 725 431 clicks in 30 090
trains were recorded with 32% of the trains classified as CET HI, 27% as CET LO, and 41% as
DOUBTFUL. All three train classes differed significantly in all parameters, except for click
duration. We conclude that T-PODs perform generally well in detecting click trains of harbor
porpoises but that in any future study trains classified as being of lower probability should be
investigated very carefully to avoid the risk of losing valuable information. © 2005 Acoustical

Society of America. [DOI: 10.1121/1.1937347]

PACS number(s): 43.80.—n, 43.80.Ev, 43.80.Ka [WA]

I. INTRODUCTION

Underwater acoustic has become an important tool for
long-term monitoring of cetaceans in the wild. Fixed hydro-
phone installations at strategic sites can provide a means of
remotely monitoring the presence of a particular species
throughout the year, day and night and in all weather condi-
tions. Recently, a variety of automated click detectors have
been developed that hold great potential for acoustically
monitoring the distribution and movements of harbor por-
poises (Phocoena phocoena; reviews in Evans and Ham-
mond, 2004; Gordon and Tyack, 2002). One such device is
the T-POD (porpoise-detector; Chelonia Marine Research),
which has been used in several field studies (e.g., Teilmann
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et al., 2002a; Koschinski et al., 2003; Verfuss et al., 2004;
Carlstrom, 2005). The crucial part of the T-POD system is an
algorithm which identifies click trains using an estimate of
their probability of arising by chance if the prevailing rate of
arrival of clicks was from random or non train producing
sources such as rain or propeller cavitations. Based on this
principle the software classifies all trains in different classes
according to their probability of coming from porpoises.
This fully automated mechanism leads to questions on the
characteristics of the classification process. For example,
it is uncertain how to deal with the “less-probable” train
categories. Should they be included in quantitative analysis
or better left out? In the present study we tested the
performance of T-PODs in experiments with six harbor
porpoises in captivity. Results of click-train-classification
and temporal parameters of trains will be presented. Based
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TABLE I. T-POD-settings used in the experiments (scan limit: first number=settings for T-POD 199, second

number=settings for T-POD 247).

Scan 1 2 3 4 5 6
A-filter frequency (kHz) 130 130 130 130 130 130
B-filter frequency (kHz) 90 90 90 90 90 90
Selectivity (ratio A/B) 4 4 4 4 4 4
A-integration period Short Short Short Short Short Short
B-integration period Long Long Long Long Long Long
Sensitivity 4 4 4 4 4 4
Scan limit 160/240 160/240 160/240 160/240 160/240 160/240

on our results, the feasibility of T-PODs will be discussed.

Il. METHODS
A. General description of T-PODs

A detailed description of the T-PODs and the T-POD
software, including a manual for data acquisition and analy-
sis, can be found at http://www.chelonia.demon.co.uk/
PODhome.html (for a German introduction on the method
see Thomsen and Piper, 2004). The T-POD consists of a
transducer, an analogue click detector, a digital timer, and a
duration logger. The data are transferred via parallel port to
the PC for train detection. Sonar clicks of porpoises are de-
tected by the comparison of the outputs of two bandpass
filters. The T-POD hardware settings can be reconfigured six
times each minute. In each of these “scans” the T-POD logs
for 9.3 s using selected values for different parameters. (a)
The target (A) and the reference (B) filter frequency. Filter A
is set to the peak spectral frequency of clicks of the target
species, in harbor porpoises 130 kHz (Verboom and
Kastelein, 1995; Au et al., 1999; Teilmann et al., 2002b).
Filter B is set away from the center-frequency. (b) The ratio
of energy from A filter compared with the B filter. The ratio
can be altered in steps of arbitrary value from 1 to 16. Setting
the minimum ratio between A and B low increases sensitivity
while setting it high makes the system select more narrow-
band clicks. (¢) Successive versions of the T-POD have al-
lowed variation of the sharpness (Q factor) of each filter, or
the integration period used in the comparison and the most
efficient settings have subsequently been embodied in the
hardware. (d) The minimum intensity threshold of filter A.
This value can be set from 0 to 15. (e) Maximum number of
clicks to log in each scan. This value can be set in steps of 20
from O (no limit) to 240 to conserve memory space when this
might to be appropriate (e.g., in areas with a high density of
porpoises).

B. Facility and subjects

The study was carried out from July 4 to 10 2003 at
the Research and Rehabilitation Centre of the Dolfinarium
Harderwijk, Netherlands. Six male harbor porpoises (age
1-6) were used in the experiments. Four subadult males were
housed in one pool (A), two adult males in another (B). The
pools in the facility are indoor, concrete, and oval shaped
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(8.6 m X 6.3 m; water depth: 1.2—1.6 m). The water level is
held constant with an average temperature of 19.5 °C and an
average salinity of 2.2% NaCl.

C. Data collection

We used two T-PODs (identification Nos.: 199 and 247)
for the experiments. Prior to the installation, the porpoises
from pool A were removed for medical examination, which
provided an opportunity to test if there was any ambient
noise which the POD 247 would detect. First, the T-POD
was set and deployed with the pump shut off for 15 min. The
pump then was turned on. After another 15 min the porpoises
were reintroduced into the pool one by one. Each T-POD was
tied to a weight and placed in the center of pool A (POD 247)
and pool B (POD 199), respectively. Both T-PODs floated in
upright position approximately 50 cm below the surface. The
T-POD 247 collected data from 4 July (12:10) to 10 July
(13:00), the T-POD 199 from 4 July (11:30) to 10 July
(13:00). During cleaning of the pool A T-POD 247 was re-
moved for a short period (09.07.03 11:00-13:00). Table I
gives an overview over the settings used. Since we antici-
pated more signals from pool A (four animals) than from
pool B (two), we set the corresponding limits of clicks per
scan to 240 and 160, respectively. All other settings were
identical (Table I).

D. Data analysis

The analysis of the data was done with the T-POD soft-
ware (version 7.41). The software first creates “pdc” files
which contain all clicks recorded. Then a “pdt” file is created
by processing a pdc file to detect trains. For a direct com-
parison of the data of both T-PODs, the pdt file of T-POD
247 was reprocessed using the same limit of clicks per scan
as the T-POD 199 (160). The train-detection-algorithm clas-
sifies trains in various categories: (1) CET HI: trains with a
high probability of coming from porpoises. They should be
reliable as porpoise trains, (2) CET LO: less distinctive trains
that may be unreliable in noisy places, (3) DOUBTFUL:
these are often porpoise trains but are unreliable in noisy
environments, (4) VERY DOUBTFUL.: these include trains
resembling chance sequences arising from random sources or
regular sequences from boat sonar, (5) FIXED RATE/BOAT
SONAR: these are trains showing very little drift in click
rate, often containing long clicks and having a strong resem-
blance to a boat sonar. For our analysis, we concentrated on
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TABLE II. Statistics of trains and clicks for pools A and B combined (CET HI=high probability being from
porpoises, n=9914; CET LO=less distinctive, n=8256; DOUBTFUL=doubtful, n=12 739; ICI=interclick in-
terval; shown are mean+SD; three asterisks=significant differences among all train classes; two asterisks
=significant differences only between CET HI and the other two classes, no difference between CET LO and

DOUBTFUL).
Train duration Clicks per Min ICI Max ICI Click
(ms) train (ms) (ms) duration (us)
CET HI 421.5 (360.5) 434 (27.2) 10.0 (8.8) 19.5 (18.1) 88.3 (26.7)
CET LO 231.6 (166.0) 12.9 (6.0) 19.8 (18.3) 29.2 (26.5) 71.2 (32.9)
DOUBTFUL 251.6 (212.7) 14.7 (16.4) 23.0 (24.3) 33.7 (35.9) 71.2 (33.4)
H-test H=1658 H=15600 H=4622 H=1916 H=2778
P<0.001 P<0.001 P<0.001 P<0.001 P<0.001
Dunn’s method stk sk EEES EEES ok
(P<0.05)

the first three classes of trains. Groups of clicks closely
spaced in time are reduced by the software to a single click
marking the cluster. If echoes of clicks from either the pool
sides or the surface, or from refraction produce large clus-
ters, they will be automatically rejected by the train-detection
algorithm. The T-POD software offers three display options:
duration of clicks and trains, interclick intervals (ICI) and
pulse-repetition-frequencies between clicks of a train. It can
be set to “high resolution” from 20 us to 100 ms per pixel
along the x axis. The “low resolution” mode shows click
counts over periods from 1 min to 12 h. Clicks of different
categories are counted by the software over the entire log-
ging period. In a first step, data from both T-PODs were
visually inspected using these different display options. For
the quantitative analysis, characteristics from all trains of the
CET HI, CET LO, and DOUBTFUL classes were exported
as “txt” files via the T-POD software. The data included the
following parameters for each train: train duration (ms), to-
tal number of clicks, minimum interclick interval (ms), maxi-
mum interclick interval (ms), mean duration of clicks (us).
We exported all trains of each class from each recording.
Data from the two pools were first analyzed independently
and later pooled since the results in both pools were similar.
We compared the parameters across the three train classes
using a one-way ANOVA (H-test, Kruskal Wallis). If means
differed we performed a multiple comparison after Dunn’s
method (Zar, 1996).

lll. RESULTS

In the absence of porpoises, T-POD 247 (pool A) did not
detect any signals with the pump shut down (0—15 min) or
the pump working (15-30 min). As soon as the first por-
poise was introduced in the pool, clicks were detected. Both
T-PODs logged continuously during the deployment period
with battery power well above threshold throughout the data
acquisition period (247: 8.99 V-8.45V; 199: 932V
—-8.07 V). T-POD 199 recorded 52399 scans with 47%
“full.” T-POD 247 recorded 51 550 scans with only 34%
“full.” A total of 725 431 clicks in 30 090 trains were re-
corded with 32% trains classified as CET HI, 27% as CET
LO, and 41% as DOUBTFUL. T-POD 247 classified a much
higher proportion of trains as CET HI than T-POD 199 (37%
vs 24%). Table II gives an overview over the statistics for
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each train class in both pools combined. It can be seen all
three train classes differed significantly in all parameters,
except for click duration. CET HI clicks were significantly
longer than both CET LO and DOUBTFUL ones, whereas
the duration of CET LO and DOUBTFUL trains was almost
identical. CET HI trains ranged from 18.8 to 2800 ms in du-
ration, contained between 13 and 159 single clicks, ranged in
interclick interval from 0.63 to 145 ms (maximum pulse-
repetition-frequency=1587/s) and single clicks had duration
between 12 and 254 us.

IV. DISCUSSION AND CONCLUSIONS

Our study shows that T-PODs perform generally well in
detecting click trains in the presence of harbor porpoises.
However, a relatively high proportion of trains were classi-
fied as CET LO and DOUBTFUL. This is puzzling, if we
consider that the parameters of all train classes matched
those reported for harbor porpoises (Verboom and Kastelein,
1995; Au er al., 1999; Teilmann et al., 2002b). The relatively
short interclick intervals found in this study, especially in the
CET HI train class, have also been described elsewhere (Ver-
fuss et al., 1999) and most likely represent near-target
echolocation, in our case close investigation of the T-POD in
the pool. One possible reason for the high amount of CET
LO and DOUBTFUL trains might be the algorithm at work:
we found significant differences in the temporal parameters
between the train classes, most prominently between CET HI
and the two other ones. CET HI classified trains are longer in
general because of the probability model used: a long train
has a lower probability of having arisen by chance than a
short one. In this study, both CET LO and DOUBTFUL
trains were almost always closely associated with CET HI
ones, indicating that they were part of the same “acoustic
bout.” Therefore, in any study using T-PODs, these “lower”
classes of trains, especially those clustered with CET HI
ones, should be examined very carefully and considered for
further analysis to reduce the risk of losing valuable infor-
mation. However, this is often constrained by time, since in
this case large data sets have to be analyzed in more detail. It
is therefore desirable that future generations of the T-POD
algorithm should be trained for a more rigid detection of
porpoise trains.
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The finding that the two T-PODs classified a different
proportion of trains as being “certain” might be a further
point of concern. It is possible that these differences were
due to external factors (acoustic properties of the pools,
number of animals and interferences of signals, etc.). An-
other possibility might be that the algorithm classified trains
differently based on the proportion of “full” scans which was
different between T-PODs. Finally, it is quite possible that
the two T-PODs were designed differently and therefore also
reacted differently to incoming signals. Further tests using
two devices simultaneously in one position are currently un-
der way both in captivity and in the field to investigate the
feasibility of T-PODs for monitoring studies in more detail.
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In an influential study, Carlyon and Shackleton [J. Acoust. Soc. Am. 95, 3541-3554 (1994)]
measured listeners’ performance (d’) in fundamental-frequency (FO) discrimination between
harmonic complex tones (HCTSs) presented simultaneously in different spectral regions and
compared their performance with that found in a sequential-comparison task. In this Letter, it is
suggested that Carlyon and Shackleton’s analysis of the simultaneous-comparison data did not
adequately reflect their assumption that listeners were effectively comparing F0’s across regions. A
reanalysis consistent with this assumption is described. The new results suggest that under the
assumption that listeners were effectively comparing FO across regions, their performance in this
task was substantially higher than originally estimated by Carlyon and Shackleton, and in some
conditions much higher than expected from the performances measured in a traditional
FO-discrimination task with sequential HCTs. Possible explanations for this outcome, as well as

alternative interpretations, are proposed. © 2005 Acoustical Society of America.
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I. INTRODUCTION

Signal detection theory (SDT) provides a unifying
framework for comparing results across studies involving
different psychophysical paradigms, tasks, or procedures
(Green and Swets, 1966; Jesteadt and Sims, 1974; Jesteadt
and Bilger, 1975). Such comparisons may then be used to
gain more insight into the mechanisms of perception than
could be obtained with comparisons restricted to data all
gathered using the same paradigm.

An interesting illustration of this approach can be found
in an influential study by Carlyon and Shackleton (1994). In
that study, the same listeners were tested in two experiments
that were both thought to involve fundamental-frequency
(FO) discrimination abilities. One experiment (experiment 3a
in Carlyon and Shackleton’s article) was a basic two-interval
two-alternative forced choice (2I2AFC) FO-discrimination
experiment, in which listeners were asked to indicate which
of two consecutive harmonic complex tones (HCTs) had a
higher FO. The other experiment (experiment 3b in Carlyon
and Shackleton’s article) involved comparing two consecu-
tive pairs of simultaneous HCTs filtered into different spec-
tral regions. In one of the two pairs, the two HCTs had the
same FO; in the other pair, the two HCTs had different FO’s.
The listener’s task was to indicate in which of the two pairs
the two simultaneous HCTs had different FO’s.

In order to compare performance in the two experi-
ments, Carlyon and Shackleton transformed the proportion
of correct responses into d'. They found that, when the two
HCTs being compared both contained peripherally resolvable
harmonics, the d’’s measured in the experiment with simul-
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taneous HCTs were not significantly different from those
predicted based on the results of the experiment with only
sequential HCTs. In contrast, when one of the two simulta-
neous HCTs contained resolved harmonics and the other did
not, the d’’s measured in the experiment with simultaneous
HCTs were significantly lower than predicted. Carlyon and
Shackleton noted that this pattern of results was consistent
with the hypothesis that the F0’s of resolved and unresolved
harmonics are processed by different mechanisms, the out-
puts of which cannot be directly compared. They suggested
that the necessary “translation” of these outputs into a com-
mon format caused performance in F0 comparisons between
resolved and unresolved harmonics to be limited by some
internal “translation noise.” Because of its important impli-
cations for pitch perception theories, Carlyon and Shackle-
ton’s study has generated much interest in recent years (Med-
dis and O’Mard, 1998; Grimault er al., 2002; Plack and
Carlyon, 1995; Gockel et al., 2004; Micheyl and Oxenham,
2004).

In this note, we suggest that Carlyon and Shackleton’s
SDT analysis of the results of their experiment with simul-
taneous HCTs is not consistent with their assumption that
listeners were comparing FO’s across regions in that experi-
ment. We propose a reanalysis of the experimental data that
is consistent with this assumption and, on the basis of the
results of this reanalysis, point out alternative interpretations
of the data.

Il. SIGNAL-DETECTION-THEORETIC
CONSIDERATIONS

Central to the present reanalysis is the question of what
strategy listeners could use for optimal task performance in
Carlyon and Shackleton’s two experiments.1 The optimal
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(likelihood-ratio) strategy determines the relationship be-
tween d’ and proportion correct in the considered
experiment.

For the sequential FO-discrimination experiment, the an-
swer is obvious. Since this experiment involved a basic two-
interval, two-alternative forced-choice (2I2AFC) paradigm
with a roving standard, the optimal strategy is to subtract the
perceived FO in the first interval from that in the second
interval, and respond “interval 2” if the resulting difference
was larger than zero or “interval 1” otherwise (Green and
Swets, 1966; Macmillan and Creelman, 1991). With this de-
cision rule, the relationship between d’ and the proportion of
correct responses, P, is given by Green and Swets (1966)
(see also: Macmillan and Creelman 1991)

d = \ECD_I(PC), (1)

where ®~! denotes the inverse of the cumulative standard
normal.

The optimal strategy in the experiment involving two
pairs of HCTs is less obvious. Although this experiment su-
perficially involved a 2I2AFC task, each observation interval
in fact contained two (simultaneous) HCTs. In one of the
observation intervals, the two FQ’s were the same, while in
the other they were different. If it is assumed that the listen-
ers have access to the FO’s of the two HCTs in each interval,
and that they compare these FO’s, the experiment is more
accurately described as a dual-pair comparison or four-
interval AX (4IAX) task.

Possible strategies for the 4IAX paradigm have been
described in earlier publications (Macmillan et al., 1977; Ka-
plan et al., 1978; Noreen, 1981; Rousseau and Ennis, 2001).
The strategies available to listeners depend on the specifics
of the experimental design. If the design is such that it pre-
vents listeners from relying on absolute judgments of the
observations, and instead forces them to rely on comparisons
between observations, then the best that listeners can do is
compare the absolute value of the differences between the
two observations in each pair, and select the pair for which
the absolute difference is larger; this is the so-called differ-
encing strategy for the 4IAX paradigm (Rousseau and Ennis,
2001).

Two implementation features of Carlyon and Shackle-
ton’s experiment with simultaneous HCTs constrained which
strategy the listeners could use in order to perform optimally.
First, the baseline stimulus FO was roved widely across tri-
als, which drastically limited the use of a fixed internal ref-
erence, and produced highly correlated sensory observations.
Second, in the stimulus pair containing HCTs with different
FO’s, the higher-FO HCT was assigned randomly to the
lower or to the higher spectral region; thus, the sign of the
difference between the two observations in each pair was
irrelevant to the task. It can be demonstrated that under these
circumstances, the differencing strategy is the optimal strat-
egy (Micheyl and Messing, unpublished).

Under the differencing strategy, the relation between
proportion correct and d' in the 4IAX paradigm is (Mac-
millan et al., 1977)
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Po=[®d'12)P+[1-®(d'12)]%, (2)

where @ is the cumulative standard normal. Different (but
equivalent) formulations of the relationship between propor-
tion correct and d’ for the differencing strategy in the 41AX
design can be found elsewhere (e.g., Rousseau and Ennis,
2001).

Thus, the relationship between d’ and proportion correct
in Carlyon and Shackleton’s experiment using simultaneous
pairs of HCTs should, in theory, be that described in Eq. (2).
Instead, Carlyon and Shackleton treated both experiments as
standard 2I2AFC paradigms and, accordingly, used Eq. (1)
or an equivalent of it, in order to transform into d’ the
proportion-correct values measured in their two experiments.
However, the relationship between d’ and proportion correct
described by Eq. (1) is based on the assumption that listeners
made only two observations and only one comparison on
each trial, which is inconsistent with Carlyon and Shackle-
ton’s tacit assumption that listeners compared FO across
spectral regions in each of the two observation intervals from
each trial. Accordingly, we reanalyzed the data from Carlyon
and Shackleton’s experiment involving two pairs of har-
monic complexes using Eq. (2).

lll. REANALYSIS OF CARLYON AND SHACKLETON’S
DATA

The d’ values shown in Fig. 7 of Carlyon and Shackle-
ton’s article were converted to proportions of correct re-
sponses using the inverse form of Eq. (1). The resulting pro-
portions were then transformed back into d’ using the
inverse form of Eq. (2).® The recomputed d’ values are plot-
ted in Fig. 1 as open symbols connected by solid lines. These
can be compared to the d’ values originally calculated by
Carlyon and Shackleton for this task, which are shown here
as filled symbols connected by solid lines. The d’ values that
were predicted by Carlyon and Shackleton based on the re-
sults of the sequential FO-discrimination task are also replot-
ted here as open symbols connected by dotted lines.

It can be seen that the recomputed d’ values are system-
atically and markedly (~80%) larger than the d’ values
originally calculated by Carlyon and Shackleton. This sug-
gests that if listeners really compared FO across spectral re-
gions in the simultaneous case, Carlyon and Shackleton’s
(1994) calculations substantially underestimated perfor-
mance in this task. Furthermore, when the recomputed d’
values are compared to those predicted based on the results
of the basic sequential FO-discrimination experiment, it is
found that in three of the four conditions tested, the predic-
tions fall below the recomputed d’ values. Leaving aside the
MIDHI 88-Hz condition (for which Carlyon and Shackleton
indicated a strong reason to expect higher performance,
based on pitch-pulse asynchrony cues), planned comparisons
(two-way repeated-measures ANOVAs contrasting the pre-
dicted and recomputed d’ values, with the FO difference in-
cluded as a factor) showed a significant difference between
the predicted and the recomputed d’ values for the LOMID
250-Hz condition [F(1,2)=921.054,p=0.01], as well as for
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FIG. 1. Comparison between the d’ values calculated by Carlyon and
Shackleton (1994) and those calculated in the present reanalysis. The top
panels show the observed and predicted d’ values replotted from Carlyon
and Shackleton (1994). The format of these panels is the same as that of
their Fig. 9: the “observed” d’ values, which were calculated based on the
measured proportion of correct responses in the experiment with simulta-
neous HCTs, are shown as filled symbols connected with solid lines; the
“predicted” d’ values, which were calculated based on the results of the
sequential FO-comparison experiment, are represented by empty symbols
connected with short-dashed lines. Triangles are used to represent data ob-
tained with a nominal FO of 88 Hz, squares to represent data obtained with
a nominal FO of 250 Hz. The left-hand panel shows data obtained using an
FO separation (AFO0) of 3.5%, while the right-hand panel shows data ob-
tained with a AFO of 7.1%. The spectral regions into which the stimuli were
filtered are indicated in the abscissa. The lower panels show the recalculated
“observed” d’ values that resulted from the present reanalysis of Carlyon
and Shackleton’s data. The recalculated values are shown as empty symbols
connected by solid lines. Carlyon and Shackleton’s original predictions are
also replotted here to facilitate comparisons; they are the same as in the
upper panels, and are again shown as filled symbols connected by solid
lines.

the LOMID 88-Hz condition [ F(1,2)=94.881,p=0.010], but
not for the MIDHI 250-Hz condition [F(1,2)=0.108,p
=0.774].

IV. DISCUSSION

The present results can be interpreted in two main ways,
depending on whether or not one is willing to accept that
Carlyon and Shackelton’s experiment with two pairs of si-
multaneous HCTs filtered into different spectral regions in-
volved basically the same FO-comparison mechanisms as the
more traditional sequential FO-discrimination experiment. If
it is assumed that this was the case, then the results of the
present reanalysis indicate that simultaneous FO comparisons
between HCTs filtered into different spectral regions can be
significantly more accurate than FO comparisons between se-
quential HCTs filtered into the same spectral region, even
when one of the two simultaneous complexes contains re-
solved harmonics while the other does not (see the results of
the LOMID 88-Hz condition). This conclusion is the oppo-
site of that drawn by Carlyon and Shackleton (1994), who
concluded (based on the same data) that performance was
systematically poorer than predicted in conditions involving
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simultaneous comparisons between resolved and unresolved
harmonics.

Nevertheless, the new analysis remains consistent with
Carlyon and Shackleton’s main finding that FO comparisons
between resolved and unresolved harmonics are less accurate
than comparisons between harmonics of the same resolvabil-
ity status. Indeed, even with the recomputed data shown in
Fig. 1, the amount by which observed performance exceeds
predicted performance is somewhat larger in resolved—
unresolved conditions (LOMID-88 Hz and MIDHI-250 Hz)
than in resolved—-resolved conditions (LOMID-250 Hz). This
is consistent with relatively more noise being present in the
former than in the latter conditions, regardless of whether the
sequential listening conditions involved more noise than the
simultaneous ones or not (see footnote 3 in Carlyon and
Shackleton). Two possible reasons for which simultaneous
FO comparisons may be more accurate than sequential com-
parisons are, first, that sequential comparisons involve
memory noise while simultaneous comparisons do not
(Durlach and Braida, 1969; see footnote 3 in Carlyon and
Shackleton, 1994), and second, that instantaneous across-
region comparisons are immune to correlated noise across
peripheral channels (Durlach et al., 1986; Dai and Green,
1992). Another possible explanation, which is more specific
to the considered experiments by Carlyon and Shackleton, is
that in these experiments the FO of the stimuli varied over
time (it was modulated over 5% at a rate of 2.5 Hz). This
variation in FO over time may have limited listeners’ ability
to make sequential 0 comparisons, as it may have required
that the estimated FO tracks from the two HCTs be tempo-
rally aligned prior to being compared. In contrast, when the
HCTs to be compared were simultaneous, the 0 modulation
being phase coherent, listeners could compare FO’s across
spectral region on a moment-by-moment basis. This could
explain the higher performance in simultaneous across-
region comparisons than in sequential within-region com-
parisons.

While there are some reasons to expect sequential FO
comparisons between HCTs filtered into the same spectral
region to involve sources of internal noise to which simulta-
neous FO comparisons between HCTs filtered into different
regions may be immune, there are as many if not more rea-
sons to expect the converse. For instance, the salient timbre
differences between complexes filtered into different spectral
regions may have a detrimental effect on the ability to make
fine FO discrimination between these complexes (e.g.,
Faulkner, 1985; Moore and Glasberg, 1990; Micheyl and
Oxenham, 2004). Furthermore, due to pitch-shift effects, dif-
ferences in spectral region may cause complexes having the
exact same FO to sound like they have a different pitch
(Chuang and Wang, 1978; Singh and Hirsh, 1992). Finally, it
has recently been shown (Gockel et al., 2004) that the per-
ception of the FO of a harmonic complex filtered in a spectral
region can be adversely affected by the simultaneous pres-
ence of another complex in a different region, especially
when the F0’s of the two complexes are relatively close. In
the light of these earlier results, the conclusion that perfor-
mance in simultaneous FO comparisons across different
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spectral regions is generally better than performance in se-
quential FO comparisons within the same region may appear
difficult to accept.

An alternative interpretation of the current results is that
the two considered experiments of Carlyon and Shackleton
involved different perceptual mechanisms. Although both ex-
periments probably required the extraction of FO-related in-
formation at some stage, it is quite possible that this FO
information was utilized very differently in the two experi-
ments. For instance, task performance in the experiment with
simultaneous complexes could be based primarily on the out-
put of FO-based grouping/segregation processes, whereby si-
multaneous HCTs having different FO’s were perceived as
less well-fused than HCTs having the same FO (Darwin,
1992). Although grouping and segregation processes possi-
bly involve some implicit comparison of FO information
across spectral regions, they may not necessarily engage the
same FO-comparison mechanisms as a sequential task." Like
Carlyon and Shackleton’s (1994) original analysis, the
present reanalysis is based on the assumption that the se-
quential and simultaneous “FO-discrimination” experiments
involved the same type of FO-comparison mechanisms.
Without this assumption, it becomes unclear how perfor-
mance obtained in these two types of tasks can be meaning-
fully compared in order to elucidate the nature of the under-
lying pitch mechanisms.

In any case, the present reanalysis and the resulting re-
versal of the conclusions regarding relative task difficulty
illustrate the importance of selecting the correct decision
models when comparing performance across different tasks.
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A backward integration method for estimating the location of a source of sound waves in the
atmosphere is presented. This geometric acoustics method is based upon the analysis of microphone
array measurements to determine the incoming ray direction in three dimensions. The equations
governing the propagation of the ray are then integrated backward in time. The sound source lies
somewhere along the calculated ray path. The intersection of such loci from more than one array
would provide an estimate of the source location. The method appears to be very rapid to implement
and, assuming the time delays to be accurately measured, limited in accuracy only by the timeliness
of the input sound speed and velocity profiles in the atmosphere. © 2005 Acoustical Society of

America. [DOI: 10.1121/1.1926007]
PACS number(s): 43.28.Gq, 43.28.Js [AJZ]

I. INTRODUCTION

Techniques for determining the location of the source of
sound waves in the atmosphere have many applications. One
area of particular interest is locating weather phenomena. As
an example, in the 1980s, a study was carried out at NASA’s
Langley Research Center of sound generation by microbursts
(intense, local downflows of air) as an aircraft alert system.1
If an aircraft encounters a microburst on landing approach,
the aircraft experiences more lift in which case the pilot has
a tendency to reduce the angle of attack in order to remain on
the proper glide slope. Upon exiting the microburst, the air-
craft may then not have sufficient lift to remain aloft, and
crashes have resulted. The idea was that acoustic arrays
could be installed at airports to alert pilots to such dangers.
Although other means for aircraft safety alerts were subse-
quently installed on aircraft, the study demonstrated the fea-
sibility of locating atmospheric phenomena by monitoring
their acoustic emissions. A similar potential application
could be to the monitoring of aircraft wake vortices near
airports, which is of considerable current interest.” The inter-
action of the vortices with the ground plane produces a char-
acteristic infrasonic acoustic signature that could be em-
ployed to track the vortices. In addition, a source of audible
sound has also been observed and is now being studied for
the purpose of tracking.3 Studies of another application, the
detection of bolides (meteors) entering our atmosphere from
space were carried out in the 1990s, particularly by Los Ala-
mos National Laboratory.4

The approach presented herein envisions utilizing data
from an array of five microphones, four in the form of a
cross with a fifth at the center. From this single array, it is
shown that it is possible to determine the direction of the
incoming sound. This information is then utilized as initial
conditions for the backward integration of the three-
dimensional ray equations with variable sound speed and
velocity vector to determine the loci of possible source po-
sitions. The intersection of such loci from more than one
such array would then determine the source position. The
idea of utilizing such data for source location is certainly not
new. In fact, the Prototype International Data Center, in op-
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eration since 1998, has been developing an automatic and
interactive data processing system for highly impulsive
sources in any terrestrial environment.” That system, as pres-
ently implemented, determines source location based upon
intersecting azimuths from more than one array, as well as
travel-time tables.

Il. ESTIMATION OF APPARENT SOURCE ELEVATION

Consider an acoustic source at the point (x,y,z) in an
ambient medium and three microphones, one each at the ori-
gin, the point (d,0,0), and the point (0,d,0), respectively, in
a Cartesian coordinate system, as shown in Fig. 1.

Without loss of generality, to be explained later, assume
that x, y, and z are all greater than or equal to zero. The
source generates acoustic waves that travel out in all direc-
tions from the source at constant speed c. An acoustic wave
generated by the source at time =0 will arrive at the origin
at time ¢, at the point (d,0,0) at time 7+ Az, and at the point
(0,d,0) at time r+At,. These time differences A¢; and Az,
will be assumed to be measured and known.

Applying the distance formula to this geometry yields
the three equations,

x? +y2 +2 =,
(x—d)?+y*+ 22 =2t + Ary)?, (1)

4+ (y—d)?+ 22 =2+ An)?,
which govern the location of the source position. The first
two of equations (1) may be solved for the travel time ¢,

yielding

t_dz—zdx—czAt%>0 @
B 2C2 Atl -

while the first and third may be solved to yield
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FIG. 1. Source location geometry.

d* = 2dy - ¢* A -
26‘2 Alz

3)

These two solutions must be equal, which provides a causal-
ity requirement on the source position. Introducing the nor-
malized variables X=x/d, y=y/d, and 7=z/d as well as the
parameters a=d/c At; and b=d/c At, and equating (2) and
(3) shows that

ct (~ 1 1) b<~ 1 1>>0 @
—=- ——+—|=- -—+— =0,
a- "2 a8 YT T o
which must be satisfied at the normalized source position
(*.5.2).

A. Delay time constraints

Note that Eq. (4) implies that if ¥>1/2—1/2a?, as will
usually be the case in applications, then a <0. Similarly, if
$>1/2—-1/2b, then b<0. The parameters a and b are, of
course, not independent. Considering Fig. 2 and applying the
law of cosines to the triangle passing through the origin, the
source position, and the point (d,0,0) shows that a*>=1.
Similarly, applying the law of cosines to the triangle passing
through the origin, the source position and the point (0,d,0)
shows that b*=1. Finally, let @, B, and 7y be the direction
cosines of the vector from the origin to the source point. An

y

(x.y,z)
c(t+Aty)

ot ct+At))

d

B
o 4
ey 3

FIG. 2. Delay time constraints.
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FIG. 3. Source location relations in the X-y plane.

arc of radius c(r+Ar;) from the source point intersects this
vector at a distance of c|At;| from the origin. The tangent
line to this arc at the intersection crosses the x axis at d—e.
Hence, it can be seen that

clan] _ clan| 1
d—e¢ d _|a|.

Similarly, cos 8> 1/|b|. Thus, the constraint that

1 1 2 2 2 2 2
5+ 75 < C0s” a+cos” B=<cos” a+cos” B+ cos” y=1
a- b

(5)

can be obtained.

B. Source location hyperboloids

Utilizing Eq. (2) in the first or second of Egs. (1) yields

1 2
(f— 5) / A -F7IB* =1, (6)

where A?=1/4a* and B*>=(a*-1)/4a* Equation (6) may be
recognized as a hyperboloid with the X axis as the transverse
axis. The source position must lie on this hyperboloid. Simi-
larly, utilizing Eq. (3) in the first or third of Egs. (1) yields

1 2
(y’—5> /02—52/1)2—22/0%1, (7)

where C>=1/4b? and D*=(b*-1)/4b*. Equation (7) may be
recognized as a hyperboloid with the y axis as the transverse
axis. Likewise, the source position must lie on this hyperbo-
loid. Hence, the source position must lie on the intersection
of the two hyperboloids given by Egs. (6) and (7). Further,
the source position must satisfy the causality constraint given
by Eq. (4), which, in terms of the parameters A, B, C, and D,
becomes

C
(7-2D% = L& 2B%). (8)
This relation as well as the projections in the Xx—3 plane of
the hyperboloids given by Egs. (6) and (7) are shown in
Fig. 3.
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Note that the linear equation (8) defines the source plane
(the plane in which the source must lie) as well as two of the
direction cosines to the source from any point on the line in
the X—¥ plane, i.e.,

cos ag= ﬁ sin yg
and
C .
cos Bg= ﬁ sin s, 9)

where g is the angle that the incoming ray from the source
makes with the z axis.

C. Intersection of hyperboloids

The source location has been shown above to lie on the
intersection of the two hyperboloids and to satisfy the cau-
sality constraint. In order to determine the form of the inter-
section, consider the change of variables,

An-Cs

=28+ =,
VA= + C

which places the origin of the 7-s coordinate system at the
point (¥,7)=(2B%,2D?) and then rotates it through an angle
f=tan~! C/A with respect to the X-3 axes. Thus, the 7 axis
is in the direction of the causality constraint, given by Eq.
(8), along which the intersection will lie, and the { axis is
perpendicular to it. Utilizing this change of variables in
either Eq. (6) or Eq. (7) and setting {=0 yields

(p-m) = _ | 0
52 _Rz— 4 ( )
where
2(AB? + CD*)VA? + C*
= B2 >
4B*(AC + D?)?
2 2
R=br—p_a
and
, A+ CHR?
SETp o

Note that R? and S? are both non-negative since
2
BZ_C2=M_L21<1_l_i> =0
a> b? ’

by Eq. (5). Thus, Eq. (10) may be recognized as a hyperbola,
as shown in Fig. 4, which must be satisfied by the altitude of
the source. Note that for large distances, which will ordi-
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FIG. 4. Altitude hyperbola in source plane.

narily be the case in practice, the hyperbola approaches its
asymptote given by

R
Z=§(77— 7). (11)

Thus, the direction cosine toward a distant source from the
pOth (77,9,2)2(770,0»0) is given by

R

o (12)

cos yg=

This relation, along with Egs. (9), completely define the di-
rection to a distant source from the point

A

T=x/d=2B*+ ,
\“’Az + C2

Cno
§=yld=2D*+ ——, (13)
y=y A2+ C

7=z/d=0.

This fact will be utilized in the development of the backward
integration method.

lll. THE BACKWARD INTEGRATION METHOD

At this point, one might well question what the previous
analysis for an ambient medium with a constant speed of
sound has to do with the real atmosphere, where there are
winds and where the temperature and, hence, the sound
speed varies with position. In actuality, this ambient analysis
will be employed only to produce initial conditions for the
backward integration method to determine the location of the
source of incoming radiation. Note that the parameters a and
b and, hence, the parameters A, B, C, D, R, and S depend
only upon the microphone spacing and the measured time
delays. Further, the wind velocity near the ground is ordi-
narily on the order of 0.01c. Thus, one can imagine replacing
the real source, wherever it might be, by a nearby source
producing the same time delays. The direction to this nearby
source in an ambient medium would be the same as the local
apparent direction to the real source in the variable atmo-
sphere. Thus, it is only necessary that the medium be reason-
ably ambient in the vicinity of the microphone array.
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FIG. 5. Assumed microphone array.

Imagine a set of five microphones in the form of a cross,
as shown in Fig. 5. Considering only the microphones at the
origin, at the point (d,0,0) and at the point (0,d,0) for the
moment, if the parameters a and b are measured, then the
quadrant in which the source lies is essentially determined by
the signs of a and b. As can be seen in Fig. 5, the causality
constraint, Eq. (4), shows that unless 0<x<(1/2-1/2a%d
or 0<y=<(1/2—1/2b%*d or both, which is unlikely, the
source quadrant can be assigned based upon a knowledge of
the signs. Once the source quadrant has been determined,
then one can consider only the three microphones in that
quadrant and the previous analysis applies. Hence, this array
of five microphones allows the previous analysis to be ap-
plied, regardless of the position of the source with respect to
the microphone array. However, a similar analysis could be
developed for other arrays of microphones.

A. Numerical iteration technique

The backward integration technique utilizes a ray acous-
tics approach. Ray acoustics is based upon the idea that
sound moves through the medium at the speed of sound plus
the speed of the medium. Thus, if v(x,7) and c(x,7) are the
wind velocity and speed of sound, respectively, at the point x
in the medium at time ¢, then the velocity of a point on a
wave front is given by6

dx

— =v(x,7) + n(x,1)c(x,1), (14)

dt
where n(x,?) is the normal vector to the wave front. The
change in the normal vector as the wave front propagates
satisfies’

dn
Z:—Vc—Vv-n+n(n~Vc+n-(Vv-n)). (15)
From Eq. (14), it can be seen that if the initial normal vector
lies in a plane through which there is no crosswind, i.e., the
wind velocity vector lies in the same plane, then the velocity
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of the point on the wave front will also be in that plane. In
this case, a sound ray from the source would travel from the
source to a receiver at the point given by Eq. (13) in the
source plane given by Eq. (8). Further, as can be seen from
Eq. (15), if the speed of sound and the wind velocity were
constant, the normal vector would not change and the ray
paths would be straight lines.

The backward integration technique proposed herein can
be shown to be equivalent to a forward integration technique
with the velocity vector reversed. However, the authors pre-
fer the backward integration as the more physically intuitive.
The calculations required are essentially the same. In order to
implement the backward integration method, the best avail-
able sound speed and velocity data as a function of space and
time are utilized in Egs. (14) and (15). Thus, all the compli-
cations of variable sound speed and wind velocity are in-
cluded, in particular, any crosswind component through the
source plane. These ordinary differential equations are then
integrated backward in time, utilizing the position and angle
of the incoming ray developed in Egs. (9), (12), and (13).
The accuracy of the technique in determining the true source
location is highly dependent upon the timeliness and accu-
racy of the sound speed and wind velocity data as well as the
accuracy of the time delay measurements.

In this general discussion, the velocity vector and speed
of sound have been allowed to be time dependent. However,
such data is typically not available for the atmosphere. In a
further analysis, the velocity vector and speed of sound will
be taken to depend only upon altitude although more com-
plex dependencies are readily handled by the same tech-
niques if the relevant data is available.

B. Examples

In order to demonstrate the technique, some examples
have been devised and numerically computed. The assumed
sound speed and velocity profiles depend only upon altitude
and, for simplicity, the wind velocity will be assumed to only
have a component in the x direction. Thus, the governing ray
tracing equations, given by Egs. (14) and (15) become

dl dx _

—=nlF, —=u+Ic,

dr dr

d dy

—m=an, & =mc, (16)
dr dr

d dz

—n=(n2— 1)F, —Z=n5,

dr dr

where u=u/c(0), ¢=c/c(0), 7=c(0)t/d, and F=I(dii/dz)
+(dcldz).

Example 1: To illustrate the technique, consider the
problem of determining the position of the source of audible
vortex sound produced by an aircraft on the landing ap-
proach. This sound is apparently generated3 when a length of
the wake vortices becomes unstable. Although not a point
source, this source may be treated as such since the micro-
phones are normally in both the acoustic, i.e., more than a
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wavelength away, and geometric, i.e., far enough away that
the source distribution appears as a point source, farfields of
the the source. For this example, the sound speed has been
taken as constant, c=330 m/s, and the wind velocity profile
is the typical boundary layer profile,

u(z) = Vizo) (i) ,
20
where n=1/7, z,=10 m, and V(z5)=5 m/s.

Suppose the ground track of the aircraft landing ap-
proach lies parallel to the y axis of the microphone array and
the aircraft is landing in the positive y direction. The origin
of the array will be taken to be at a distance of 1 mile
=1609.35 m to the left of the flight path and the microphone
spacing, d, will be taken as 200 ft=60.98 m. The measured
time difference between the arrival of the sound at the mi-
crophone located at the origin and that located at (d,0,0)
was found to be —0.1823 s, that located at (0,d,0) was found
to be —0.0138 s, that located at (—d,0,0) was found to be
0.1826 s and that located at (0,—d,0) was found to be
0.0207 s. Since the first two time differences are negative,
the source is determined to lie in the first quadrant of the
microphone array. Thus, only that quadrant will be consid-
ered further. It should be mentioned that the source location
technique is sensitive to the accuracy of these measured time
differences, particularly for very small time differences.

With Ar,=-0.1823 s and At,=-0.0138 s, performing
the calculations described previously yields the estimated
angles to the distant source, i.e.

ag=7.96°,
Bs=85.7°,
ys=83.38°,

from the point x=2.32d=141.46 m, y=0.67d=40.85 m, and
z=0. Recalling that the incoming ray is in the direction
opposite to the direction to the source, the incoming ray
has a direction vector given by

n =—cos asi — cos Bgj —cos ys k
=-0.990i - 0.075j — 0.115k.

Thus, all initial conditions for the backward integration
program have been developed. Here, the equations (16) were
integrated in dimensional form backward with Ar=0.5 s. The
results are shown in Fig. 6. The source location is expected
to be along the flight path of the aircraft. Thus, note that at
t=—4.6 s, x=1609 m, which is one mile from the center of
the array, y=154 m, and z=212 m, which is the estimated
source location.

Example 2: For this example, an infrasonic source
whose rays can travel great distances before dissipation is
imagined. The speed of sound in the atmosphere has been
assumed, given by the expression

c(z) =0.0127% — 5.3z + 340,

in meters per second where z is in kilometers. This profile is
shown in Fig. 7, which is somewhat reminiscent of the typi-
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FIG. 6. Wake vortex source location.

cal profile in the lower atmosphere.6 The wind velocity pro-
file has been assumed to be linear, i.e.,

u(z) =-0.83z,

with z in kilometers, as shown in Fig. 8. Note that the wind
speed reaches values of the order of Mach number 0.1 near
the altitude of 40 km.

The microphones have been taken to be separated by the
distance d=2 km, which is on the order of the proposed
monitoring stations® and to each measure a time delay of
3.39 s, i.e., Ar;=At,=-3.39 s. Thus, azb:—\s’g and the di-
rection cosines to the source from the position (X,7,%)
=(1,1,0), given by Eq. (13), are cos ag=cos Bg=cos Ys
=1/+3, as shown by Egs. (9) and (12). Note that the source
plane makes an angle of 45° with both the x and y axes, and
thus the velocity only in the x direction assumed above will
represent a cross wind through the source plane. For this
example, a turning point exists near an altitude of 50 km.

The incoming ray has direction vector given by

40 —

Altimde
(KM
30 —

20 — \

10 —

[ | [ |
100 200 300 400

Sound speed (m/sec)

FIG. 7. Sound speed profile.
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FIG. 8. Sound speed profile.

1
n =—cos ai — cos Bj — cos yk:—g(i+j+k),

since the direction cosines determined were toward the
source. Equations (16) were integrated in nondimensional
form backward in time with A7=0.5 from the final position
given by Eq. (13). The results are shown in Fig. 9, which
depicts the nondimensional ray position at times previous
to its arrival at the microphone array.

Note that the maximum altitude of the ray is near a
nondimensional height of 25 that corresponds to the turning
point near 50 km. The ray path deviates from the apparent
source plane where x=y due to the cross-flow through the
source plane. The integration was terminated when the ray

20

Distance(km)
/
/

-120 -100 -80 -60 -40 -20 i

Time(sec)

FIG. 9. Backward integration results.
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position returned to the surface of the earth. If the source was
in the atmosphere, its location would lie along the ray path
shown in Fig. 9. If the source was on the surface of the Earth
and the ray path does not include a reflection from the sur-
face, the results indicate that its position lies at the nondi-
mensional point ¥=63.16,y=55.88 from the center of the
array. The sound would have taken 102 nondimensional time
units to propagate from the source to the array. If reflection
from the surface was expected, the boundary condition of
angle of incidence=angle of reflection could be imposed and
the subsequent ray path followed by further backward inte-
gration.

IV. CONCLUSION

In this paper we have developed a backward integration
method for locating the source of atmospheric radiation
based upon acoustic data from a standard array of micro-
phones. The analysis determines the direction cosines to the
apparent source location; not only is the azimuthal direction
but also the apparent elevation of the source is defined. The
backward integration fully accounts for turning points in the
atmosphere and employs the best available information on
wind velocity and sound speed. An array of five microphones
in the shape of a cross appears to be preferable in terms of
simplifying the data analysis. The technique is readily imple-
mented and should decrease the uncertainty in source loca-
tion. The accuracy is limited only by the timeliness of the
wind velocity and sound speed data, assuming accuracy of
the time delay measurements.
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Boundary conditions and perturbation theory are combined to create a set of equations which, when
solved, yield the reflected and transmitted wave forms in the case of a thin layer of material that is
perfectly bonded between two isotropic half-spaces. The set of perturbed boundary conditions is
created by first using the fully bonded boundary conditions at each of the two interfaces between the
thin layer and the half-spaces. Then, by restricting the layer’s thickness to be much smaller than an
acoustic wavelength, perturbation theory can be used on these two sets of boundary equations,
producing a set of equations which effectively treat the thin layer as a single interface via a
perturbation term. With this set of equations, the full range of incident and polar angles can be
considered, with results general enough to use with a layer that is anisotropic, nonlinear, or both
anisotropic and nonlinear. Finally the validity of these equations is discussed, comparing the
computer simulation results of this theory to results from standard methods, and looking at cases
where the results (or various properties of the results) are known or can be predicted. © 2005

Acoustical Society of America. [DOI: 10.1121/1.1929227]

PACS number(s): 43.20.Bi, 43.20.El, 43.25.Dc [MFH]

I. INTRODUCTION

In this paper, the situation of a thin layer between two
isotropic half-spaces is considered. The thin layer is perfectly
bonded to each of the half-spaces, is restricted to have a
thickness much less than an acoustic wavelength, and may
be linear or nonlinear, and isotropic or anisotropic. The re-
striction to a thin layer allows a perturbation method to be
used to create a set of boundary equations in which the thin
layer is effectively treated as a single interface, instead of
two separate interfaces. In addition, by using the stress—
strain relation and the acoustic equation of motion, the terms
dealing with the acoustic waves in the interface can be re-
lated to the acoustic waves in the half-spaces. This gives this
theory the advantage that it accounts for the multiple reflec-
tions of the acoustic waves internal to the thin layer via a
single term, which does not contain any direct references to
the fields inside the thin layer. The perturbed boundary equa-
tions also allow for non-normal incident angle waves to be
considered, and for the addition of both nonlinearity and an-
isotropy to the thin layer. In addition, the final boundary
conditions require only minimal information about the thin
layer and the half-spaces.

Most literature examining the case of a thin layer of
material tends to be concerned with either anisotropy or non-
linearity alone, and the nonlinear examinations are typically
only concerned with normal incident waves. In the case of an
anisotropic thin layer, a boundary condition approach has
been used by Nicklasson et al."* to consider guided waves in
an anisotropic thin layer between two half—spaces,1 and also
in the case of a thin layer coating on an isotropic half—space.2
Rokhlin and Huang3‘4 also consider the case of a thin layer

YElectronic mail: sadler] @uwindsor.ca
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bonded between two media, but choose to use a transfer
matrix approach to examine the reflected and transmitted
waves in the case where all the media anisotropic. The case
of a nonlinear thin layer between two half-spaces has been
described by Rothenfusser et al.’ and Hedberg and
Rudenko.’ Hedberg and Rudenko® use a finite element model
to solve the problem and add nonlinearity to the thin layer by
using a nonlinear density (the density is dependent on pres-
sure). On the other hand Rothenfusser et al.’ use a finite
element model and add nonlinearity to the thin layer via the
stress—strain relation using an expansion on the strain terms.
This paper and our previous paper7_9 all describe the situa-
tion of a thin layer between two isotropic half-spaces, where
thin layer can be both nonlinear and anisotropic, and exam-
ine the resulting reflected and transmitted waves due to an
incident wave. Of the various options to include
nonlinez:1rity5’6’10’11 this paper chooses to add nonlinearity via
the stress—strain relation.

Il. THEORY

As mentioned in Sec. I the situation being considered
consists of two half-spaces (referred to as media I and II)
connected by a thin layer (L) of size 8, where & is much
smaller than an acoustic wavelength. The boundary between
the half-spaces and the thin layer is assumed to be perfectly
bonded. In the following sections, perturbation theory is used
to create boundary conditions, which will be used to describe
the reflected and transmitted waves in the half-spaces and
accounts for the waves internal to the thin layer via a single
term. The thin layer may be isotropic, or anisotropic, and
linear or nonlinear, and has its orientation defined by the unit
vector n, which is perpendicular to the interface (Fig. 1). To
begin the process, the boundary conditions at each interface
are found, then a perturbation expansion is used to create a
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FIG. 1. Setup of thin layer between two half spaces showing the normal (n),
the incident wave (A), the reflected waves (B,), and the transmitted waves
(Cp). There may be up to three reflected and transmitted waves.

set of perturbed boundary conditions. Next, any reference to
waves internal to the thin layer will be eliminated, then the
required alterations due to nonlinearity will be added to the
boundary conditions. Finally the method for solving these
equations in terms of the reflected (B,) and transmitted (Cp)
wave forms will be examined (« and B are possible polar-
izations of the waves) to create a solution proportional to the
incident wave (A) of any polarization, and is not restricted to
being a plane wave.

A. Perturbed boundary conditions

As each interface is assumed to be perfectly bonded, this
requires the displacement components (x;) and the stress
components (7;;) perpendicular to the interface to be con-
tinuous across each boundary. The boundary conditions that
satisfy these continuity requirements at each interface are

ui(0,7) = u(0,1), (1)
i (Sng,t) = ] (Sny, 1), )
n,T30,0)=n;T50,1), 3)
nT(Sng.t) = nTi(dny, 1), (4)

where & 'is the thickness of the layer, n, is the k component of
the unit vector n, the subscripts i and j follow Einstein sum-
mation convention and are valued 1, 2, or 3, and the super-
scripts denote the half-spaces (I and II) and the thin layer
(L). To relate the displacement and stress on each side of the
thin layer, perturbation theory can be used to expand the
displacement and stress about & to obtain

k(0,1
uf(ﬁnk,t) = uf‘(O,t) + "p% 0, (5)

Xp

IT(0,1
TH(0.0) + np—’(?)(c;) . (6)

P

T{}( 6nk’ t) =

Equations (5) and (6) combined with Egs. (1)—(4) create the
set of “perturbed boundary conditions”

k(0,1
M?(é}’lk, t) - ME(Ovt) = np ula( ) 6’ (7)
X

P

52 J. Acoust. Soc. Am., Vol. 118, No. 1, July 2005

aTE(0,1)

(O 1) =n;n, —;6 (8)
p

ni(T( 1) =

where the evaluation points in Egs. (7) and (8) will be un-
derstood implicitly from this point on. The actual evaluation
at the position & can either be performed exactly, or by using
an expansion similar to that in Egs. (5) and (6). It is worth
noting that such an expansion, for linear media, effectively
introduces a small phase shift in the signal. In a practical
sense, such a phase shift is unmeasurable, unless some type
of mode conversion or harmonic conversion is also going on.
It is therefore not of great importance, in many cases,
whether the u", or 7" is taken strictly at x=dn, or at x=0.
The displacement and stress in media I and II are defined
with respect to the reflected (B,) and transmitted (Cp)
waves, and the incident wave form. The coefficients are
obtained by setting 6=0 in Egs. (7) and (8) producing a
set of equations9 which can be solved using the typical
matrix methods either symbolically or numerically. In the
case of the thin layer (L), the displacement and stress must
be approximated with respect to the zeroth-order results
(no thin layer). It is noted, that if one wished, the terms
relating to the thin layer can also be written as being
evaluated at (n;,6,1), or the average of the two positions
(i.e., [f(0,0)+f(n,8,1)]/2), by choosing alternative expan-
sions for Egs. (5) and (6). These various options though
will yield results which do not differ significantly from
one another.

B. Displacement and stress internal to the thin layer

Relating the displacement and stress internal to the thin
layer cannot be done by simply changing the index L in Eqs.
(7) and (8) to the index I. Any derivatives of displacement or
stress with components in the n direction create results that
are discontinuous across the interfaces (these will be referred
to as discontinuous derivatives). However, derivatives of dis-
placement or stress with components perpendicular to n give
results that are continuous across the interface and can thus
be related directly to the equivalent derivative in the half-
spaces (i.e., this is a “continuous derivative” and the index
can be changed from L to I or II). Because the derivatives in
Egs. (7) and (8) are projected into the direction n they are
discontinuous and must be related to other quantities. To be-
gin this process, consider Hooke’s law

(?Mk
T = Cijui€u = Ciju o’ 9)

and the acoustic equation of motion

Fu;  IT;
_l=_’1. 10
P ot ox; (10)

J

To separate the continuous derivatives in Egs. (9) and (10),
from those which are discontinuous, the projection onto the
plane perpendicular to n (or more simply the projection into
plane of the thin layer) will be used. This projection (&) is
defined as
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glpE 61p—nlnp. (11)

Considering the thin layer specifically, and using Eq. (11) to
separate the continuous and discontinuous derivatives in
Hooke’s Law [Eq. (9)] yields

L
L_ L ML Juy

Tl-j:Cijklnln a +cl]kl glp’ (12)
where it should be noted that the second displacement de-
rivative is continuous at both interfaces. The derivatives in
the acoustic equation of motion [Eq. (10)] can also be sepa-
rated using Eq. (11), and then be rearranged to obtain

L
njn paTL —Pazz (9_Tli§jp’ (13)
ox ot (9xp

which may be used directly as the right-hand side of Eq. (8).
In Eq. (13) it is valid to change the medium index on the
time derivative of displacement from L to I, because if u; is
continuous at the boundary so must #; and #; as frequency
does not change at the boundaries. To discover the unknown
stress derivative in Eq. (13) and the displacement derivative
in Eq. (7) the altered form of Hooke’s law [Eq. (12)] must be
considered further. To begin, Eq. (12) is multiplied by an
overall factor of n; so that a change of index from L to I on
stress becomes possible via Eq. (3). Combined with a change
of index from L to I on the continuous displacement term
yields

&ué 8
M, P o +”Cz]k1 §lp (14)

P

nT~—ncl]k

Equation (14) can then be rearranged to solve for
uk/ dx, obtaining

L

ouy, L a1 I &ul
n, [nsntciskt] n; ( T - Cz]mn gnp ’ (15)
ox, ox,

where indices on the stiffness tensors and the displacement
derivatives have been changed so as not to imply unwanted
summations. It should also be noted that in Eq. (15) the
expression [ng,ct, ]7' is an inverse matrix and not a single
numerical value. With the displacement derivative expressed
in terms of known quantities [Eq. (15)], the altered form of
Hooke’s Law [Eq. (12)] is now used to find the stress de-
rivatives needed in Eq. (13). Taking the necessary position
derivative Hooke’s Law [Eq. (12)], and multiplying by the
projection ¢ yields

L

L d z?uk &uk
= Cijpuint

pgjq& L 0%, ljklgjq& 40X, —&ps (16)

g]q (9

where the medium index on the last derivative is valid to
change from L to I as both of the derivatives are continuous.
To summarize, the final perturbed boundary conditions are

z?ul
u? - uk =[n, n,c,sk,] n; (TI - czmna—f,,p> (17)
Xp
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(T —T})

Pu; - J duy 9 duy
“\Pgp T\ MSia gy e g 0%, o )]0 (18)

where n,(duy/ dx,) may also be replaced using Eq. (15) be-
cause the operator &;,(d/dx,) produces continuous results. It
should be pointed out that the displacement and stress com-
ponents in Egs. (17) and (18) are continuous in the zeroth
order of the approximation. Thus the superscript I on the
right-hand side may be replaced with the superscript II with
little effect, if one finds this arrangements simpler to work
with. The best approximation might come from averaging
the two, that is using %(u1+u”) and %(T1+T”). One should
recall, however that quantities in media II are evaluated at
the position (1;6,1).

C. Alterations due to nonlinearity in thin layer

Considering a classical nonlinearity added to Hooke’s
law via a power series expansion about strain allows the
stress of the layer to be found in a very similar way as the
previous section. Again the process begins by considering
Hooke’s law, but now in the nonlinear form. To obtain this
form first consider the expansion of the free energy (E) about
powers of strain'? to obtain the relation

JE 1
i = = Cijki€ t 5 Cijkimn€ki€mn T T (19)
J€;; 2
which can be written as
NL_ L
Tij = Cijklekl(1 + IGmnGmn + anopemneop + o )7 (20)

where the superscript NL denotes that the stress is nonlinear.
Using the definition of strain, and rewriting the nonlinear
portion into a single function (F~), Eq. (20) can be rewritten
as
5" = clue(l + FY) = Ti(1 + FY), (21)
where FY=(8,,,€n+ Ximnop€mn€op+***), and it is recalled that
the superscript L denotes quantities in the thin layer. To con-
sider the changes due to nonlinearity in the thin layer the
perturbed boundary condition for the stress [Eq. (8)] must
now be written in terms of this nonlinear stress (7F) in the
thin layer,
ars*
nfTj=Ty) =nn,~ =8, @2)
ax,
Taking the necessary derivative of stress in Eq. (21) with
respect to position yields

oy oT* JF"
— = 4+ FY + TE—, (23)
ox,  ox, T o,

where the term anj/ dx, is the linear quantity, and the re-
mainder of the equation is due to the nonlinearity. Finally,
taking the necessary projections yields the perturbed nonlin-
ear boundary conditions whose linear part is the same as in
Eq. (8), and includes an additional part involving the nonlin-
earity,
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n(T” T’) nn £(1+FL)5+nn T,L o. (24)

This allows the solution for the reflected and transmitted
waves to be broken down into linear and nonlinear parts,
thus making it essentially a third level in a perturbation ex-
pansion. The nonlinear function F* can be evaluated exactly
from the strains, evaluated from the displacements using
separate continuous and discontinuous derivatives,

au’,; &u,f &u}(
—=nn,— +&,—, 25
ox Fr ax, iy ax, @5)

where n (&uk/ dx,) is known via Eq. (15). To evaluate
n,(9F/dx,), exactly the same separation as in Eq. (25) can be
used and the derivative d/dx, can be taken first to yield
Jd &u ( d ¢ d ) é’u,Ln
= —+ & —
e ax, dx, nnnq&xq " ox;

n,——. (26)
o/ 9%

The derivative §,,(d/dx,) produces continuous results and
can be combined with Eq. (15), while the derivative
n,n,(d/ dx,) can be evaluated by taking an additional position
derivative of Eq. (12), and rearranging to yield

&zuk aTL L d o7u
gnp

—C::
"q ”ax ax, ox ”"’"ax x,

[nsntcf‘skt]_lnqnj(
q
(27)

This result, although rather complicated in appearance, con-
tains only known quantities evaluated in the half-spaces.

Ill. PERTURBATION TYPE SOLUTION FOR SINGLE
HARMONIC PLANE WAVES AT NORMAL
INCIDENCE

As a general solution for the problem could be quite
lengthy and may require a description in the form of a nu-
merical treatment, it is beneficial to use a plane wave solu-
tion so that the mathematical detail in the problem can be
shown more easily. It should be noted that even though this
solution is presented only for a harmonic plane wave, the
theory itself does not necessarily require this restriction. As
the theory to this point has been presented as a perturbation
type expansion this approach will be continued in this sec-
tion, though other alternative solutions are possible and per-
haps easier depending upon the reader’s point of view. To
begin with a perturbation type solution it is ideal to be able
to express the wave in a three level expansion such as

Wave = zeroth order + Linear perturbation term
+ Nonlinear term, (28)

where each term corresponds in turn to a set of equations as
follows, the zeroth-order equations [Egs. (7) and (8) with &
=0], the perturbed boundary equations [Egs. (7) and (8)], and
the nonlinear equation [Eq. (24)]. This perturbation approach
provides the advantage of allowing each level of the expan-
sion separately, thus only the changes due to the thin layer
can be examined. If the entire problem were solved the
“background” of the two layer solution would need to be
subtracted to examine the changes due to the thin layer. In
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the wave forms the perturbation term corresponds to the
waves crossing the additional thin layer region, thus a small
phase shift (¢kd) must be added to each wave form

B(ot + ki'x;) — Byt + ki'x; + o ()n k' d), (29)

where B, and Cp are the reflected and transmitted waves,
respectively, and k" is a component of the wave vector, with
polarization «. It should be noted that the repetition of Greek
letters does not imply summation; any summation of polar-
izations will be written explicitly. Taking the phase change
from crossing the thin layer to be very small allows the wave
forms to be expanded to first order in 6 to obtain:

B (ot +ki'x;) = Byt + ki'x;) + po(t)n ko
XB{“(ot + ki'x;), (31)

Cplor—kfx) = Clwt - kbx) + d(0n kls
X CiP(wr - kfx,), (32)

where B and CF are the zeroth-order solutions, and B and
C(')B are derivatives with respect to the argument. The as-
sumption that the phase shift (¢kd) is small is noted to mean
that both d, the thickness of the thin layer, as well as the
quantity ¢ are small, where ¢ is related to the change in the
impedance between the two layers and the thin layer.7 These
wave forms in Egs. (31) and (32) are known to be directly
proportional to the incident wave, (A), via the reflection (R,)
and transmission (7’) coefficients.>” Thus, it is found that

Bo(0,1) = RA(0,1) + ¢o(t)n Kk OR,A'(0,1), (33)

Cy(8.1) = TpA(8.1) + )k ST A" (5,1), (34)

where A is the incident wave of some polarization, and A’ is
the first derivative with respect to the argument. In the case
of a nonlinear thin layer, it is simplest to add a third term to
the wave expansion to deal with the nonlinear boundary con-
ditions [Eq. (24)]. Thus, the parameter ¢ is expanded into
linear and nonlinear terms

Balt) = o+ Y1), (35)
Bp(t) = g+ Bp-(0). (36)

Considering the fact that €; can be related directly to A’, it is
expected that, in the case of classical nonlinearity [Eq. (20)]
the nonlinear factor will have the form

PNH(0) = (CLAT (1) + oA () + -+, (37)

allowing the solutions of the wave forms [Eqgs. (33) and (34)]
to be expanded further. However, the classical nonlinearity
represents just a specific case; a more general nonlinearity
would result in a different form.

The displacement is the sum of the partial waves, which
in this one-dimensional case of a normal incident longitudi-
nal wave is

ub(0,1) = (1 + R)A(0,7) + ¢k SRA'(0,1), (38)
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u'(8,1) = TA(8,1) + k" STA'(8,1), (39)
which in turn can be used to define the stress

T2.(0,1) = 0Z(—= 1 + R)A"(0,1) + 0Z;dpk:SRA"(0,1),
(40)

T(8,1) = — wZyTA' (8,1) + wZydrkl STA"(8,1), (41)

where Z is the impedance, k, is the wave number in the
direction z which has arbitrarily been chosen to be perpen-
dicular to the sample (that is the vector n used in the theory
to be in the direction z), and the unwritten polarizations are
implicitly longitudinal. In this one-dimensional situation the
initial boundary conditions [Egs. (5) and (6)] can be rewrit-
ten as

(0,1
ul (8,1) — ul(0,1) = M& (42)
- ox,
(0,1
T(8.0) - T.(0.1) = %5, (43)

where all other components are zero. In the final boundary
conditions [Egs. (17) and (18)], the only factors which yield
nonzero results are u Tl,, and derivatives with respect to

d/ dx,. Thus the much snnphfled boundary conditions are

ul —uy=[ch, 7'}, 8, (44)
& ul
11 '
Tzz - Tzz =p [?tzz é. (45)

Inserting Eqgs. (38)—-(41) into the boundary conditions [Egs.
(44) and (45)] creates equations with derivatives of the inci-
dent wave with respect to both position and time, to relate
these two derivatives we utilize the relation

FA(0,7)
Awt)?

Thus, eliminating the first-order solution and common fac-
tors, the boundary conditions can be written as

A0,7) = ? = w?A"(0,7). (46)

GkIT - ppkiR = [t T ' wZi (= 1+ R) + k. T, (47)
ZH(kaIZIT— Z; (bRkiR =pw(l +R) = Zyk'T, (48)

which can be solved via the usual matrix methods either
symbolically or numerically for the quantities d)Rk,R and
¢TkHT It should be noted that the final terms on the right-
hand side of Egs. (47) and (48) are the result from expand-
ing the incident wave A(&,1) about delta so that common
factors of A(0,7) could be eliminated.

Multiple harmonic plane waves

In the case of an incident wave which is not made up of
a single harmonic, this perturbation expansion solution is
still useful as the equations can again be written in terms of
the incident wave form, and the necessary derivatives, with-

J. Acoust. Soc. Am., Vol. 118, No. 1, July 2005

out the need for a decomposition in terms of individual har-
monics. To begin the initial wave forms can be expressed as
a sum of many single harmonic plane waves

B (x,1) = D b (c gt + kX, (49)
m

where b,, are single harmonic plane wave forms of varying
amplitudes, and c,, are positive nonzero constants relating
the frequencies in the total wave form B. Adding the phase
change from crossing the thin layer and expanding to first
order

m

+ b (DN 52 b “(c,yot + k%), (50)

which can be rewritten as
B (x,1) = By(x,1) + ¢o(t)n;

Thus the expression of the wave forms in terms of harmonics
is not needed and the final form of the wave forms in Egs.
(33) and (34) is still valid. The solution continues as before
with the same final result, but with respect to the reference
values w, and k“=w/c®, where ¢ is the acoustic velocity of
a wave with polarization «. It should be noted that this ref-
erence w, has only been used so that the notation in the
previous section could be maintained, mathematically it is
easiest to set this to 1 making c,, the individual angular fre-
quencies. This same perturbation solution approach can be
expanded to the nonlinear case and again allows the problem
to be solved without the need of an expansion in terms of
harmonics. This allows for the use of incident wave forms
which are difficult to express in terms of an expansion of
harmonics.

KE OB (x,1). (51)

IV. COMPARISON TO TRANSFER MATRIX METHOD
(REFS. 3 AND 4)

It can be shown that by restricting the incident wave to a
harmonic wave, the boundary conditions [Egs. (17) and (18)]
of this theory are identical to the second-order boundary con-
ditions found via the transfer matrix method* (where in this
case an orthotropic thin layer is considered). We begin by
using the coordinate system described by Rokhlin* (the vec-
tor n in the direction z, and the plane of incidence in the xz
plane), the boundary conditions in Egs. (17) and (18) then
become

!
up —uy=[chy ]! (T}Z - C‘fzmn;m@p) 5, (52)
(4
I &zuf d r?uk 1% r?uk
T T p_ llkzgf‘Ia a l/klgfq(? (9 g 5

(53)

Restricting the stiffness matrix to an orthotropic system the
displacement condition simplifies to

ou’
uil - Mi = (S)%ZXZTLZ - i) S, (54)
X
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nI_ 1
Uy —u,= stlezs (55)
c?u o'
D Zm ZLZ‘X—L S, (56)
- “ ox, .. 0x
zzz7 2222 X

where due to the diagonal in the lower half of the compliance
and stiffness matrix for an orthotropic system we were able
to use the property

Sijij = [Cijij]_l — (i #)). (57)

Cl] ij

When we assume the incident wave is a harmonic wave (that
is A=e'®=)) we obtain

0 1L I
Ul —uy = (sh Th, — ikal) S, (58)
n_ J_L
uy, —uy=sy.. T, 5, (59)
o ok
11 1_ L 7zxx I_ ng
u, —u,= szm ik, — ik, u o, (60)
27222 2722

which are identical to those by Rokhlin.* It is noted that in
Rokhlin’s paper the displacement and stress on the right-
hand side are written using the averages of materials I and II,
but as previously mentioned, the continuity of the stress and
displacement will ensure components labeled I, II and the
average of I and II are all approximately the same. Although
the stress equations are more complicated, the two theories
again yield identical results. Thus, this theory will have the
same level of error as the transfer matrix method for har-
monic waves, while allowing for a more general range of
wave forms. This allows the consideration of a nonlinear thin
layer in the time domain, thereby encompassing the broadest
possible range of nonlinear behavior.

V. VALIDATION CASES

In this section, we explore the validity of the proposed
approximation using special cases where certain characteris-
tics may be inferred beforehand. By comparing the results of
this theory to results from other models, the amount of error
resulting from the perturbation method may be inferred, or at
least estimated. The analysis will begin by examining the
deviation of the results from an energy conserving state, then
results will be compared to the exact solution for a linear
three layer system at normal incidence, and finally the case
of an anisotropic layer will be used to look at the influence of
symmetry on the waves. As each case contains different re-
strictions on materials and angles, these restrictions will be
detailed in the appropriate section, and the specific numerical
values used for the material properties can be found in Tables
I and II. While reading the proceeding sections, one should
keep in mind that due to the restriction of the layer thickness
being much less than the acoustic wavelength (required so
that the perturbation approach remain valid), any classical
bulk nonlinearity is going to have little impact. It more likely
should be thought of as representing a very thin layer of
adhesion bonding (sometimes referred to as the interphase
region) between the two materials, or any other small region
possessing different material properties than the half-spaces.
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TABLE I. Isotropic material properties.

Velocity (m/s) Velocity (m/s)

Material Density (kg/m?) (longitudinal) (transverse)
Aluminum 2700 6420 3040
Acrylic 1190 2750 1375
Steel 7900 5960 3235
Epoxy 1100 2700 1300
Epoxy (type 1) 1150 2400 1200

A. Conservation of energy

The perturbation method used to approximate the wave
forms [Egs. (33) and (34)] in this theory results in an expan-
sion where energy conservation is not possible. Despite this,
it is useful to calculate the total energy as a measure of the
error inherent in the approximation. In general, when mate-
rials with similar properties (velocity and density) are used,
the results show very small deviations from an energy con-
serving state as the incident angle or layer thickness is
changed. Larger discrepancies from an energy conserving
state are typically found in cases where the thin layer mate-
rial properties differ considerably from those of the bulk me-
dia (such as a plastic half space, and a metal thin layer). For
example, a simulation with an acrylic—epoxy—acrylic sample
(with 10 wm thin layer 1.0 MHz incident longitudinal wave)
produces a negligible deviation (0.0005% at normal inci-
dence, increasing to 0.001% at 85°) from an energy conserv-
ing system as the angle of incidence in changed. Increasing
the size of the thin layer, in this case, also yields negligible
deviation from an energy conserving state. In fact a 1% de-
viation is not yet reached at 18.5% of the longitudinal wave-
length and a 2% deviation is only reached at roughly 26% of
the longitudinal wavelength. Even though the energy is
largely conserved at these sizes, the layer size is becoming a
significant fraction of a wavelength and another expansion
should likely be tested if one wishes to use these larger layer
thickness. Alternatively, the case aluminum—epoxy—
aluminum sample (with 10 wm thin layer, 1.0 MHz incident
longitudinal wave) has half-spaces with much different prop-
erties than the thin layer, and is found to deviate much faster
from an energy conserving state. Figure 2 shows the total
energy as the angle of incidence is altered, while Fig. 3
shows the total energy as the layer thickness is increased for
this case. The deviation from an energy conserving state is
very small as the incident angle is changed, beginning with
0.7% deviation at normal incidence and reaching only 3%
deviation at 80°. As the size of the thin layer is increased,
with the angle of incidence restricted to 0°, the system moves
more quickly away from an energy conserving state as the
layer thickness increases, reaching a 10% deviation at
roughly 1.3% of the longitudinal wavelength. Though a 10%

TABLE II. Anisotropic material properties.

Material Density (kg/m?) Stiffness (GN/m?)
Boron 1157 =135 ¢33=1259
(hexagonal anisotropy) =55 ¢;3=6.3
=62

Sadler, O'Neill, and Maev: Ultrasonic propagation across a thin layer



Tlotal Enlergy _—

Total Energy Output / Incident Energy

1.005 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80

Incident Angle (Degrees)

FIG. 2. Total energy change with incident angle.

error is reached rather quickly when the layer thickness is
changed, a layer thickness of less than 1% of a wavelength
has fairly minor deviations, only 5% at roughly 1% wave-
length.

B. Comparison with the exact solution of a linear
three layer system

Here a special case is considered to compare the results
of the thin layer approximation to the exact results from a
three layer linear system. To simplify the mathematics of the
three layer system, this comparison will use only normal
incidence longitudinal waves. In this three layer system, each
layer is of arbitrary size, and the boundary conditions at each
of the two interfaces must be considered. After some math-
ematics, a recursive time domain solution is used to find the
reflected and transmitted waves. In general, it is discovered
that the individual error in the reflected and transmitted
waves are, as one would expect, found to be lower than the
deviation from conservation of energy. In addition the
amount of error in the two waves typically rises at different
rates, though it was not possible to determine if the reflected
or transmitted wave would produce the greater error in a
given specific case. Again considering the case of an acrylic—
epoxy—acrylic sample, the change in the percent difference
between the three layer system and the thin layer approxima-
tion is considered as the size of the thin layer increases.

1 1 T T T T T T
Total Energy
1.09 B

1.08 .
1.07 F .
1.06 .
05 F .
1.04 F .

Relative Intensity
(Relative To Incident Wave)

1.03 - —
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1.01 —

1 1 1 1 1 1
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014
Layer Thickness / Wavelength

FIG. 3. Total energy change with layer size.
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FIG. 4. Percent difference between the exact three layer solution and the
thin layer approximation at normal incidence for the reflected and transmit-
ted longitudinal waves.

Here, both the reflected and the transmitted waves produce
negligible error even at 4% of an acoustic wave-length. (The
transmitted wave is approaching a 0.5% error, while the re-
flected wave is approaching a 1% error.) In the case of the
aluminum—epoxy—aluminum sample (Fig. 4) the increase in
error is much quicker, with the transmitted wave reaching a
10% difference at roughly 2% of an acoustic wavelength. It
is noted that, due to the limit on the size of the epoxy layer,
a real sample made of two aluminum plates bonded by a
layer epoxy of some thickness is likely better represented by
this simulation as a theoretical aluminum—epoxy—epoxy ex-
ample, treating the thin epoxy layer as variable to represent
the adhesion region between the aluminum and epoxy. In
addition, this approach results in near negligible errors due to
the thin layer having similar material properties to one of the
half-spaces. Finally, it is possible to link a pair of these simu-
lations together if both epoxy—aluminum interfaces require
it.

C. Linear anisotropic thin layer

By adding anisotropy to the thin layer it is expected that
the displacement amplitude of the waves change with polar
angle, in addition, mode converted waves will be created.
The symmetry of the displacement amplitude versus polar
angle depends on the anisotropy and orientation of the layer.
As an example to test for the correct symmetry consider a
theoretical steel-boron fiber rod—steel sample, where the bo-
ron rod thin layer is a 10-um-thick hexagonal anisotropic
material orientated so that the axis of symmetry lies parallel
to the interface. This creates an angular dependence that is
expected to repeat every 180°. As expected, the theory pro-
duces mode converted horizontal quasi-shear waves that pos-
sess amplitude variations that repeat every 180° versus the
polar angle (Fig. 5, which used an incident longitudinal wave
of frequency 1.0 MHz). It is also possible to see the changes
in the plot of the transmitted shear vertical wave versus in-
cident angle at various polar angles (Fig. 6). Other aniso-
tropic materials also produce the expected angular depen-
dence, while the analogous change in the displacement
amplitude for the quasi-longitudinal and vertical quasi-shear
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FIG. 5. Transmitted shear horizontal wave: Change in amplitude vs polar
angle, for a hexagonal anisotropic thin layer. Each line represents a 10°
change of incident angle.

waves is often very small, and in some cases, almost negli-
gible in comparison to changes with the incident angle.

D. The nonlinear thin layer

One of the great advantages of the techniques developed
here is the fact that the expressions do not rely on a harmonic
decomposition. Nowhere is this more important than in the
case of nonlinearity, where the superposition principle be-
comes suspect. The nonlinearity of Sec. II C was introduced
using the layer stress—strain relation in the form of a classical
expansion around small strains. It should be very clear, how-
ever, that the nonlinear effects introduced by a thin layer of a
classically nonlinear material are likely to be negligible in
most cases. There is no reason to believe, however, that this
theory is somehow restricted to dealing with classical bulk
materials. In fact, the stress—strain relation of the layer may
take virtually any form and be based on any set of param-
eters without changing the mathematics significantly, be-
cause the expansion is in terms of the layer thickness instead
of harmonics. This aspect makes this theory ideal for mod-
eling strongly nonlinear situations. A highly relevant ex-
ample of such a situation is the “interphase” region in the
neighborhood of an adhesive bond interface. Given that any
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FIG. 6. Transmitted shear vertical wave: Change in amplitude vs incident
angle, for a hexagonal anisotropic thin layer. Each line represents a 10°
change of polar angle.
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TABLE III. Harmonics from various nonlinear expansions.

Nonlinear function (F};) Harmonics of expansion ~Harmonics produced

Be, 0,2 0,2

X€, 1.3 1.3

3¢, 02,4 02,4
Beir+xey 0,123 0.1,2.3

real interface may be physically viewed as a region of tran-
sition from one material to another, with its own strength and
failure properties, this formulation may be much more rel-
evant than it might appear at first glance—as a general con-
tinuum model of the material interface. However, as there is
not sufficient space here to explore these issues in any depth,
the following consideration is restricted to analyzing the
classical nonlinearity only.

To verify that the theory produces the expected nonlin-
ear results, the second and third-order nonlinear parameters
B and ¢ in the nonlinear stress—strain expansion [Eq. (20)]

NL _ L e
Tij - CijklEkl(l + an €mn + Xmnop€mn€op + )’

are defined to be simple diagonal matrices where g,
=C Oy AN &0p=Eap=C20,p5 (&4 is written in the stan-
dard Voight notation). From the solution for the additional
nonlinear factor [Eq. (37)] it is expected that the additional
harmonics created will correspond exactly to the higher or-
der parameters in the nonlinear expansion. Taking the Fou-
rier transform of the reflected and transmitted waves obtains
the results for the harmonics in these waves summarized in
Table III. As expected, the additional harmonics found in the
reflected and transmitted wave forms have an exact corre-
spondence with the higher order terms in the nonlinear ex-
pansion. The magnitude of the harmonics are found to
change linearly with the constants C; and C,, and as ex-
pected from Egs. (33) and (34), the magnitude is also linear
with respect to changes in size of the thin layer. In addition,
a summation of expansion terms is found to produce the
harmonics from each individual term combined, as is ex-
pected due to superposition of the expansion terms.

Along with the ability to examine the size of the har-
monics, the simulation allows for the examination of the
change in the harmonic response with angle of incidence.
This gives the possibility of finding the angle of incidence
which will yield the maximum harmonic response for each
acoustic wave polarization generated. Figure 7 shows the
response of the amplitude of the second harmonic (with re-
spect to the amplitude of the incident wave) for a theoretical
aluminum—epoxy—epoxy(type II) sample, where the thin
layer of epoxy has the nonlinear properties, and has slightly
different material properties than the bulk epoxy. Here the
simulation has used a 1.0 MHz incident longitudinal sinu-
soidal wave, and a 10 wm thin layer with the nonlinear pa-
rameter f3,,,=106,,,. Increasing the nonlinear parameter is
found to linearly increase the amplitude of the additional
harmonics over the entire range of incident angles. In this
case we see that for the longitudinal waves there is some
advantage to using higher incident angles to increase the size
of the nonlinear response. In addition, reflected and transmit-
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ted waves of the same polarization are found to give similar
nonlinear responses over the range of incident angles, with
the longitudinal waves producing the larger response. Exam-
ining the reflected longitudinal wave it is found that the am-
plitude level of the second harmonic lies roughly 75-85 dB
below the wave’s first harmonic. The response of the third
harmonic produces approximately the same curves as in the
case of the second-order response, but with amplitudes an
order of 1073 the size even with &, p=106,4, where reducing
& an order of magnitude reduces the harmonics an order of
magnitude as well. This, however, is a specific case, and
other cases, such as an aluminum—-epoxy—aluminum sample,
produce results with a response an order of magnitude higher
in all modes. Again, the reflected and transmitted longitudi-
nal waves give approximately the same nonlinear response
over the range of incident angles, but now this nonlinear
response decreases at larger angles of incidence. It is, of
course, possible to further explore the nonlinear response
with different configurations for the nonlinear parameters,
but the intent here is to validate the model and show the
results for some simple cases.

VI. CONCLUSIONS

In the first two validation methods, both the comparison
with the exact solution for a linear three layer system at
normal incidence and the examination of energy conserva-
tion show the simulation gives reasonably accurate results as
long as an appropriately sized thin layer is used. For the case
of samples where the material properties in thin layer differ
significantly from the half-spaces, this limit was about 1% of
the longitudinal acoustic wavelength, while cases with simi-
lar properties produce results with little error allowing for
layers at 10% of a wavelength, or possibly more, to be con-
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sidered. With these two comparisons available, the output
from the simulation can easily be checked to quickly ensure
the simulation does not venture outside the parameters of the
theory. The final two validation methods tested the aniso-
tropy and nonlinearity in the thin layer by using situations
where certain properties of the reflected and transmitted
wave forms were known. In the case of an anisotropic thin
layer, the simulation was found to produce both the expected
mode converted waves, as well as reproducing the expected
polar symmetry. In the case of a nonlinear thin layer, the
simulation was found to produce the expected harmonics, in
cases where individual terms of the the nonlinear expansion
were considered. In addition, the total nonlinear expansion
was also found to result in the expected harmonics
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Wave coupling exists in the wave propagation in multiple interacting ducts within a waveguide. One
may use the segmentation approach, decoupling approach, eigenvalue approach, or the matrizant
approach to derive the overall transfer matrix for the muffler section with interacting ducts, and then
apply the terminal boundary conditions to obtain a two-by-two transfer matrix. In such instances, a
boundary condition applied to a vector is given as a linear combination of its components. Spatial
dimensions along with parameters like impedance of the perforated interface may yield numerical
instability during computation leading to inaccurate prediction of the acoustic performance of
mufflers. Here, an inherently stable boundary-condition-transfer approach is discussed to analyze
the plane wave propagation in suchlike mufflers and applied to waveguides of variable
cross-sectional area. The concept of pseudo boundary conditions applied to the state vector at an
intermediate point is outlined. The method is checked for self-consistency and shown to be stable

even for extreme geometries. © 2005 Acoustical Society of America. [DOIL: 10.1121/1.1931847]

PACS number(s): 43.20.Bi, 43.20.Mv [DKW]

I. INTRODUCTION

Waveguides or mufflers with perforated elements are ex-
tensively used for various practical purposes. In any such
acoustical element, waves propagating in different ducts may
interact to build a coupled standing wave. There exists a vast
pool of literature covering the analytical prediction of the
acoustical performance of several probable configurations.
Many of them have been corroborated experimentally.

Acoustical modeling of interacting perforated pipes, on
the basis of plane wave propagation, is largely done by either
the eigenfunction expansion method' or the segmentation
method.” The solution for either case is in the form of a
transfer matrix, subjected to certain boundary conditions. A
complete discussion on the decoupling method has been nar-
rated in the literature.™® Solution to such problems is at-
tained by applying boundary conditions to the linear opera-
tor, a transmission matrix, of the state vectors. The transfer
matrix is basically generated by the decoupling analysis. An
alternate way of analysis was presented by Dokumaci,’
where he made use of the concept of matrizant'®"! approach
to analyze a muffler, comprising any number of parallel per-
forated ducts communicating with each other through perfo-
rated walls along a common length. This approach enjoys the
advantage of retaining the first-order fundamental continuity
and momentum equations of each of the control volumes;
one does not have to derive and solve their corresponding
second-order wave equations. This matrizant method has
been applied by the authors to plane-wave propagation in a
variable area concentric tube resonator,12 where the differen-
tial coefficients are continuous functions of the axial coordi-
nate. In the matrizant analysis the Peano-Baker series of
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mean coefficients is used for producing the transfer matrix.
Recently a generalized algorithm for analysis of any such
configuration has been presented.13

However, all these investigations are restricted to a muf-
fler of length short enough to remain under the computa-
tional limitation. The computational stability of the existing
method remains uncertain when applied to longer elements.
The other spatial parameter of a resonator that may create
instability is the effective cross-sectional area of wave propa-
gation for the individual ducts. The computational stability
offered by the existing approach for predicting the acoustical
performance, like transmission loss (TL) spectrum over a
frequency range of mufflers, while varying any single param-
eter over a wider range, is doubtful. Porosity of the perfo-
rated ducts also plays a vital role over performance. Unfor-
tunately, extreme values of these parameters have not been
dealt with in the existing literature, probably due to lack of
practical application.

Here, an inherently stable algorithm involving a new
boundary-condition-transfer (BCT) approach is presented to
overcome the aforesaid limitations of the existing methods.
In the next section, the phenomenon of wave coupling is
studied in order to identify the source of computational er-
rors. Then, the BCT approach is outlined and a general algo-
rithm is developed for implementation thereof. In the follow-
ing section, the algorithm is successfully applied to the study
of the variable-area waveguides for a wide range of geo-
metrical parameters.

Il. ACOUSTICAL WAVE COUPLING

Before the boundary-condition-transfer (BCT) approach
is worked out in detail, the wave coupling or the wave inter-
action across the perforated interface of the interacting ducts
within a waveguide will be described in order to identify the

© 2005 Acoustical Society of America
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FIG. 1. Line diagrams of (a) conical concentric-tube resonator and (b)
simple concentric-tube resonator.

computational limitations. The simplest among them is a
two-duct conical concentric-tube resonator (CCTR) shown in
Fig. 1, which is known to attenuate the odd harmonics.'> A
plane wave propagation in both the interacting variable area
ducts, and a grazing mean flow through the inner tube of
radius R(z), is assumed. A rigorous mathematical modeling
is avoided by assuming the absence of temperature gradients
and viscous effect of the medium. However, the viscous ef-
fect is included in the acoustic impedance of the perforate.
Thus, for an incompressible moving medium in the duct of
variable cross-sectional area S;(z), the mass continuity equa-
tions are given as'?

dS,'(Z) +
Si(Z)dZ

Dp; du;
— +py Tty
Dt Po &Z iPo

27R,(2)u’po ~0
Si(z) -

i=1and 2,

(1)

where p; is the space average density perturbation over the
mean air density p, in the ith duct. Similarly u; is the cor-
responding particle velocity perturbation, and S;(z)
=mR3(z) and S,(z)=7{R3(z)—R3(z)] are the variable effec-
tive cross-sectional areas of the tube and the cavity, re-
spectively. The particle velocity through the perforation
u”, which acts along the radial direction, is due to the
pressure difference across the perforated plate of negli-
gible thickness as compared to the radial dimension of the
waveguide. Hence,

o P1(@) —pa(2)
u =

2
Pocod @

where { is the dimensionless specific acoustic impedance of
the perforate and c is the speed of sound in air. The expres-
sion for the acoustic impedance { is empirical in nature and
does not get involved during the analytical development of
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the wave propagation. With the assumption of no momentum
transfer across the dynamically passive interface, the corre-
sponding conservation of momentum equations may be
given as

UidSi(Z) _

=0, i=1and2
Si(Z)dZ

Du; ap;
po[D—t'} + 5, ~ ot pl)

3)

Variables p; and p, are acoustic pressures averaged over
areas S;(z) and S,(z), respectively. For plane wave propaga-
tion in fluids, the acoustic pressure, density, and velocity
perturbations are all harmonic functions of time. Working in
the frequency domain, the time dependence of all variables
may be taken as harmonic (¢’). Using the condition of isen-
tropicity, the density and the pressure perturbations are re-
lated by

pi=pcy =12 (4)

A. Solution

Although the set of four coupled differential equations,
Egs. (1) and (3), can be solved by different numerical meth-
ods for constant differential coefficients, a brief description
of the matrizant analysis will be rendered here in view of the
variable coefficients for the aforementioned case of CCTR.
Equation (4) may be used to replace the density perturbations
p;’s by the corresponding acoustic pressures p;’s. Thus, the
derivative of each state variable may be rearranged as a lin-
ear combination of the state variables (acoustic pressure and
particle velocity) for further analysis. Thus,

4
S oY), =104, 5)

dz j=1

where the state vector {Y} of Eq. (5) may be written in the
normalized form:

Yi=[p1 p2 (poco)us]" (6)

Although the constituent elements of the square matrix
[u] are given in Appendix A, details of the process of ob-
taining them are left out of the current manuscript. Properties
of individual matrix elements with respect to different physi-
cal conditions and their corelationships can be gleaned from
the literature.'? Here, the emphasis has been given to identi-
fication of the multifarious limitations of the existing solu-
tions and development of an inherently stable approach to
overcome them.

As the elements [U],-j are continuous functions of the
axial coordinate z, there exists a definite integral and thus an
approximated solution for the first-order differential equation
of Egs. (5) over the variable range z,, where z, is a subset of
z. Error associated with the approximation depends upon
both the path length represented by z, and characteristics of
the functions [u];;. The total path of the variable z may be
segmented into a finite number, N, of intervals of length L;
=(L/N), and the functions for each of these segments are to

(poco)uty
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be independently worked out as given below. Thus, for any
such interval that spans (zy,z;), the state vectors at the
boundaries are related as'”

V) =Y} o [T]=- f " oz, (7)

20

where (z;—zo)=L,. The transfer matrix el!), which acts as a
linear operator between the downstream and upstream state
vectors of one segment, may be expanded using the Maclau-
rin’s series

eM=[1,]+> [y =[®] (say). (8)
n=1

n!

The transfer matrix el! is diagonalized using the corre-
sponding modal matrix [W] and the eigenvalues of the ma-
trix [I'] as follows:

[C]=[WIA[¥]", [®@]=[P]e][¥]", )
where
ehi ifi=k,
L (10)

where \; is the ith latent root. The process is repeated for
all segments and the corresponding transfer matrices are
determined and sequentially multiplied to produce the
overall transfer matrix:

N
[o]=|II[®]|. (11)
i=1

The above procedure would apply equally for any gen-
eral configuration. The difference lies with the boundary con-
ditions associated with different muffler elements. Applica-
tion of boundary conditions in succession to the transfer
matrix [€2] leads to a four-pole parameter transmission ma-
trix [T] that relates the acoustic pressures and particle veloci-
ties at the inlet and the outlet of the muffler. Transmission
loss (TL) can be evaluated from the absolute sum of the
four-pole parameters:3

TL=201 1(—5")0'5(1“4“)” T+ Ty + Tyl
= (o) - + + + ,
£10 o\ g 1+ M, 11 12t 2] 22

u

(12)

where S, and S, are the cross-sectional areas of, and M, and
M, are the mean flow Mach numbers at the downstream end
(outlet) and the upstream end (inlet) points, respectively.
Figure 2 shows the TL spectrum predicted as per the
existing transfer matrix method for the configuration of Fig.
1(a), where the uniform inner perforated tube has radius of
25 mm, whereas the radial dimensions of the cavity R,, and
R,y are 26 and 75 mm, respectively. Henceforth, this set of
radial dimensions will be taken default unless mentioned ex-
plicitly. In these sample TL spectra, exact numerical values
are of little significance; rather, numerical instabilities in the
form of spectral irregularities and hence the corresponding
erroneous predictions, which are prominent in the subplots of
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FIG. 2. Predicted TL spectrum for various values of length (L) of a two-duct
CCTR for the configuration of Fig. 1. (a) 0.75 m, (b) 0.85 m, and (c) 0.9 m.

Fig. 2 for longer elements, are the matter of concern here.
Factors other than axial dimension will be discussed later.

B. Source of errors

Figure 3 shows a schematic block diagram of the events
involved in the conventional method to reach the solution.
Event A symbolizes Eq. (11), which represents the sequen-
tial multiplication of segmental transfer matrices to get the
overall transfer matrix [{2]. Application of the boundary con-
ditions is represented by the event A,, which yields the de-
sired 2 X2 transfer matrix [T]. Finally A5 stands for deter-
mining the TL. This subsection presents a systematic
backward investigation to trace the source of numerical in-
stability.

As far as the analysis is concerned, the differential co-
efficients [u];; are continuous functions of the independent
variable z. Therefore, it is expected and indeed has been
observed that elements of intermediate transmission matrices
[®@]; and the overall transfer matrix [€)] are continuous as
well. However, numerical instability manifests itself in all
the four-pole parameters of the 2 X 2 transfer matrix [T] and
hence in TL. Although all the elements suffer from similar

Segmental Final
Transfer Matrices |:> Transfer Matrix
[®] Al Q]

Az

Transmission Four Pole

A3
Loss <:!
(dB) [T]

Parameters

FIG. 3. Block diagram to show the steps to the solution for the conventional
method. Arrows represent the analytical events.

T. Kar and M. L. Munjal: Boundary-condition-transfer algorithm



01

01 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1 1 1 1 1 1 1 1 1

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Frequency (kHz)

FIG. 4. Real and imaginary parts of two different elements of the four pole transfer matrix [T] for length L=0.85 m. (a) J[T], , and (b) R[T], ,.

instability like the TL spectrum, only a single case of real ~ agonal element [€2], 3, are plotted in subplots (a) and (b),
and imaginary parts for two different elements of the four  respectively, in Fig. 5. It can be seen that all the curves are

pole matrix [T] has been plotted in Fig. 4. Significantly, smooth and continuous over a given frequency range. But
elements of the matrix [2] do not suffer similarly. Both the  the individual elements of the overall transfer matrix [€2] are
real and imaginary parts of a diagonal [€];; and an offdi- of the order of 10'>. Numerical instabilities creep in while
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FIG. 5. Real (O—O—O) and imaginary parts (>—>—L>) for different elements of the overall matrix [Q] for length L=0.85 m. (a) [Q],, and (b) [Q], 5.
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working with such large numbers. The conventional method
of normalizing the field variables with appropriate scales
fails to avert this problem. Normalizing the matrix elements
would enlarge the vector components of only one end by the
same factor. Thus, it does not solve the problem as those
astronomical numbers will appear during the algebraic re-
duction of the system matrix to four-pole parameter transfer
matrix. Thus it may be concluded safely that errors are
brought forth while applying the boundary conditions; i.e., in
the event A, in Fig. 3. Application of boundary conditions is
basically a reduction process to produce the four-pole param-
eters, which are of the order of unity. Thus, even minute
fractional round-off errors in [€2], which are generated dur-
ing the multiple operations over the system matrix [I'], have
an amplified impact on the elements of the four-pole trans-
mission matrix [T]. These become more acute for larger
[Q]i,j’s-

Instability in the conventional methods can never be
overcome by judicious choice of the number of segments N.
Better accuracy would be ensured with an increasing number
of segments,12 provided there were no instabilities. In the
conventional method, segmental matrices are multiplied
prior to the application of boundary conditions. Thus, the
order (magnitudes) of the transfer matrix elements, on which
the boundary conditions are applied, remain more or less the
same. Instabilities originate in the algebraic calculations
comprising large numbers. Thus, an approach that deals with
such astronomical numbers can never overcome the instabili-
ties.

1,4,12

lll. METHODOLOGY: A GENERAL ALGORITHM

This section deals with a boundary-condition-transfer
(BCT) approach, a completely novel method applied to state
vectors, constituted at each of the confluence points between
two subintervals, over a finite but continuous interval. As
elaborated in the previous section, it is assumed here that
components of the state vectors are functions of a single
variable. The number of subintervals, where the analysis is
performed independently over each of them, may be chosen
arbitrarily. Let the interval (the length of the perforated sec-
tion) be divided into “N” segments and each of them be
defined by two unique state vectors at its boundaries, where
equality of subintervals of the independent variable is not a
constraint. The interface of two consecutive segments may
be considered as a vector plane, a plane normal to the path of
the independent variable. In such systems, a couple of se-
quential vectors (jth and (j+1)th) may be related as

{YV =[®V{YV*!' forj=1,2,...,N, (13)

where [®YV is the appropriate transfer matrix and hence a
linear operator that transforms the jth vector to the (j
+1)th vector along the variable “z,” and represents the
coefficients of a set of simultaneous linear equations. Fig-
ure 6 renders a schematic view of the ordered transforma-
tion, where thick blocks, represented as segmental trans-
mission matrices, establish a mapping between two

vectors, represented by {Y}',{Y}?, etc.
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FIG. 6. A schematic diagram constituting the vectors and the transmission
matrices, presented by thin plates and thick blocks, respectively.

In practice, several boundary conditions need to be ap-
plied to the terminal vectors before arriving at the overall 2
X 2 transfer matrix. The general approach for arriving at the
solution is to generate a final transfer matrix between the
vectors at the extreme ends before applying the boundary
conditions, which may be given as

N
(v} = [T [@T{y}™". (14)
i=1

This approach induces numerical instabilities as de-
scribed above from the computational point of view. The
inception of such erroneous computation that leads to some
of the most undesirable results will be shown in the next
section. Justification of the method outlined here will be-
come clear in the following sections, where comparative
studies will be made to demonstrate the stabilizing potential
of the boundary-condition-transfer (BCT) method.

This paragraph describes the basic concept of transfer-
ring the boundary conditions from the end vectors, where
they are defined, to the intermediate vector planes, across the
segmental transfer matrices (see Fig. 6). Here a boundary
condition should be seen as a relationship among the com-
ponents of the corresponding vector. Thus any one compo-
nent of an “n”th-order vector may be expressed in terms of
the remaining “n—1" components. Such a relationship for a
unique vector may be given as

Y} =fqVH Vi=t10on i+, "

where {Y}% is the kth component of the vector {YY. Thus,

the collection of the functions f’s of Eq. (15) that equals
the number of BCs applied over a domain will form a set

X/ ={Y}jml and denotes a finite set of maps from {Y} to
{Y}. Function f in Eq. (15) can take any form, but from
the acoustical point of view here, a simple case of the
more generic function f will be discussed, where the func-
tion is a linear combination of the variables. Then, Eq.
(15) corresponding to the €th function f, may be written in
the form

{(Y}= ¢E (CrYY, (p#0). (16)
=1

where (C,-e /qb’s are complex constants. Here we explicate a
linear operation by expressing a component of a vector as a
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linear combination of the rest of the components. In view of
the fact that the transmission matrix is itself a linear operator,
this boundary condition, expressed as a linear operation, may
well be transmitted across the vector planes. Though there
exists no boundary at the intermediate points on the path of
the independent variable, here it is possible to reason out a
similar relationship among the vector components at any in-
termediate point. This relationship may be looked upon as a
pseudo boundary condition. Now, the ¢th component of the
vector {Y} in Eq. (13) may be given as

YV, =2 [®F, (Y} (17)
=1

The functions f’s of Eq. (15) representing the boundary con-
ditions are mere repetitive and hence the total algorithm.
Thus, from here onwards th§: complex coefficients (Cfe )J¢ of
Eq. (16) will be given as CJ, in a generic manner. Applying
Eq. (17) to both the sides of the equality, Eq. (16) may be
given as

n n n
2@ AYY" = 2 CUX [OL YY" (6#K). (18)
i=0 =1 =1

It can be noticed that both sides of Eq. (18) involve only
the components of vector {Y}*!, so any gth component of
the vector {Y}*! can be singled out and be given in terms of
the rest of the components:

(Y= cryy (i#9). (19)
i=1

where C{”’s are the output coefficients of the transmission
matrix [@}. They can be given in terms of the corresponding
input coefficients C!’s:

b+ k,
i#3.

o [Zh cuen]-tey;

i J n ¥ Jj (20)
[q)]izi -2 b=1 Cl Pl
The process of determining the pseudo boundary condi-
tions and hence a set of coefficients at each of the interme-
diate vector planes defined at discrete points on the path of
the variable begins at one end and moves sequentially until it
reaches the other end. For convenience and algorithmic sim-
plicity it is desirable to place the vector component, on
which the boundary condition is defined, down the order.
Thus, there appears a pseudo boundary condition for any two
consecutive vector planes {Y} and {Y}*!, which may be
applied on the corresponding transfer matrix [®} indepen-
dently. Consequently, if applied, a boundary condition is re-
sponsible for reducing the order of the square matrix [®} by
one. A muffler subjected to multiple boundary conditions
would produce different sets of coefficients. Thus, they form
a set of linearly independent linear algebraic equations, re-
lated to the vector components of an intermediate vector, in
terms of the derived coefficients. If an “n”’th-order vector is
subjected to “m” (m<n) boundary conditions, then the set of
simultaneous linear equations may be given as
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n—1

(YP =D (o Yy (=12, ....m).
i=1

1)

Thus, similar to the application of a single boundary
condition, Egs. (21), when applied to the intermediate state
vectors across each of the segmental matrices [®]’s for the
respective value of j, would reduce the order of the square
matrix [®@} of Eq. (8) by “m.” The procedure for applying
the rhs boundary conditions is similar to their lhs counter-
parts. Here, the functional relationship among the compo-
nents of an intermediate vector plane is worked out from the
inverse of the segmental transfer matrices. Then the equiva-
lent expression for Eq. (13), for two consecutive vector
planes {Y}*! and {Y}/, may be given as

YP=[@FHYY, forj=1.2,.. N,

The rest of the algorithm will be applied as it is. Seg-
mental transfer matrices are reduced to second-order square
matrices by the aforementioned reduction process. The set of
simultaneous linear equations [®] of Eq. (8) for a given j
may be reduced to a four-pole parameter transfer matrix each
and may be written as

[pr wi)l=[TV[p, ul]ZTJer, {j:1<j<N}.

The overall four-pole parameters between the ends are
produced by the sequential multiplication of these reduced
segmental transfer matrices:

N
[T],= {H [T]f].

(22)

(23)

The application of the algorithm is illustrated in Appen-
dix B.

IV. RESULTS AND DISCUSSION

This section will show the advantage of the boundary-
condition-transfer approach when applied to the acoustical
analysis of various concentric tube resonators. Results and
the corresponding discussions will be limited to a set of de-
fault parametric values. Unless a completely different con-
figuration is referred to, the configuration shown in Fig. 1(a)
will be analyzed. The porosity (o) is fixed at 0.05, whereas
the hole diameter (d;,) and the thickness of the perforated
tube (7;,) have the default values of 3 and 1 mm, respectively.
Besides, the default dimensions for the two-duct CCTR of
Fig. 1 will remain the same as mentioned earlier in Sec. IT A.

The number of segments N, used in the calculation, and
the magnitude of the matrix elements [®];; are reciprocally
connected and hence case sensitive. The number of seg-
ments, N, affects the convergence of the matrizant method.
Here, the proposed concept of transferring the boundary con-
dition to the hypothetical intermediate vectors uses the same
value of N. But it is not necessary that they have to be the
same.'! Thus, it seems to have no methodical selection of N
but it should be large enough to provide desired numerical
stability as well as the convergence of the matrizant method.
Here, it has been selected on a case to case basis. All numeri-
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FIG. 7. TL surface plot for (CCTR). (a) Conventional approach12 and (b) the BCT algorithm.

cal computations, unless mentioned explicitly, were per-
formed for sonic speed of 340 m/s and 10 segments (N
=10).

A. Length of the muffler

Being the sole independent variable for the plane wave
propagation in any muffler, axial dimension of the tubular
elements is the parameter of utmost significance. This sub-
section deals with the computational evaluation of the acous-
tic performance of longer elements with appropriate bound-
ary conditions. Keeping the radial dimension invariant, the
TL spectrum for the configuration of Fig. 1(a) is drawn in
Fig. 7 for different values of length L. The length of the
sample muffler is increased until the TL spectrum develops
numerical instability, from 0.6 to 0.9 m in steps, and the TL
spectrum for each step is generated by both the conventional
and the boundary-condition-transfer (BCT) approaches.

Figure 7(a) shows the predicted TL spectra for various
lengths analyzed by the traditional approach where boundary
conditions are applied on the overall transfer matrix [€],
whereas the corresponding one based on the BCT algorithm
is shown in Fig. 7(b). Though the conventional method
works well up to a certain length, instability builds up for
higher values of the axial dimension. The TL contour plot for
the same element is shown in Fig. 8 where the abscissa and
ordinate represent the length and the frequency range, re-
spectively. Numerical instabilities are exemplified by the
abrupt changes in TL contours for higher values of length. It
may be noticed that the instabilities have a peculiar relation-
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ship with the exciting frequency, as they span only a finite
range of intermediate frequencies, which is evident from
Figs. 2, 7, and 8.

Figure 9 plots the TL contour for a simple concentric-
tube resonator of Fig. 1(b). The perforated tube and the cav-
ity have radii of 25 and 75 mm, respectively. The length of
the tube has been varied from 0.8 to 1.0 m in steps. Results
with the conventional approach3 and with the BCT algorithm
have been plotted in different subplots. Small circular
patches in both the subplots of Fig. 9 correspond to the sharp
troughs and hence the harmonics of the resonant frequency
for different lengths of the resonator. These patches are miss-
ing in Fig. 8 due to the raised troughs, which is an inherent
property of the CCTR." The locus that may pass through a
set of points denoted by a string of patches in Fig. 9 would
relate the harmonic frequency to the length of the resonator,
where the frequency times the resonator length equals a con-
stant. Similarly, the algorithm has been applied successfully
for a 0.5-m-long three-duct CCTR of Fig. 10 and the corre-
sponding TL contour is shown in Fig. 11. Radial dimensions
at the inlet are 25, 26, and 27 mm, respectively, whereas the
corresponding ones at the outlet are 25, 50, and 75 mm. Al-
though the overall size remains the same for both the ele-
ments, in the case of the three-duct CCTR, instability com-
mences at a much shorter length when compared to the
corresponding two-duct CCTR.

B. Radial dimension

Similar to the length, radial dimension may play a role
towards inaccurate computation. But unlike its axial counter-
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FIG. 8. TL contour plot for (CCTR). (a) Conventional approach'? and (b) the BCT algorithm.

part, smaller dimensions for certain configurations lead to
erroneous predictions. A case of a three-duct CCTR has been
analyzed to study the impact of the effective cross-sectional
area of the variable area cavities over the computational sta-
bility. Areas S,(z) and S3(z) are varied by changing R, ;, the
outlet radius of the intermediate perforated duct. The associ-

1.2

Length {m)

ated TL contours are shown in Fig. 12. Cross-sectional area
of a cavity reduces drastically when R, ; approaches either
Ry or R ;. Both the cases run to inaccurate prediction and
the results are shown in Figs. 12(a) and 12(b), respectively.
Figure 12(c) is the corresponding result obtained by means
of the BCT algorithm. Variation of the radial dimension of
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FIG. 9. TL contour plot for uniform duct CTR. (a) Conventional appmach3 and (b) the BCT algorithm.
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FIG. 10. A line diagram of a conical concentric-tube resonator with three
interacting ducts.

the intermediate perforated shield simply alters the space
shared by both the cavities. Thus the contours are bound to
be straight lines, irrespective of the values of R, and R, ,
with a slight exception, however, at higher frequencies.

C. Perforate impedance

Apart from the spatial parameters discussed earlier, fac-
tors like perforate impedance may restrict the utility of com-
putational methods to a narrow band of parametric values.
The present day analysis of acoustical elements always uses
empirical formulas for the acoustical impedance offered by
the perforated interface.'* Although they have been in use for
predicting the performance of several muffler elements, their
theoretical validity, from the numerical stability point of
view, has not been tested as yet beyond a certain range of
porosity. One of these limiting cases is the complete trans-
parency of the perforated interface. The stability of the ex-
isting computational methods may be questioned when the
admittance at the perforated interface is increased consider-
ably to look at the transparency of the shield. For an absolute
transparent system, with porosity nearing the value of one,
the element should behave as if the concerned perforate duct
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FIG. 11. TL contour plot for three-duct CCTR. (a) Conventional approach12
and (b) the BCT algorithm.
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FIG. 12. TL contour plot for three-duct CCTR for various values of R, ;. (a)
and (b) the conventional approach and (c) with the BCT algorithm.

is absent. Results for such extreme criterion are not attain-
able by simple extrapolation due to the empirical nature of
the perforate impedance expressions. But the strength of the
BCT algorithm allows one to analyze CTRs with small val-
ues of perforate impedance. The unstable spectrum of Fig.
13(a) relates to the TL of a CCTR shown in Fig. 1 for a
porosity of merely 0.15. Numerical computations become
highly unstable with decreasing impedance. This is due to
the astronomically large values associated with the indi-
vidual complex elements of the overall transfer matrix [{2].
Therefore, application of boundary conditions leads to com-
putational errors. The [ﬂ]ij’s are of the order of 10* for an
impedance of 0.1 times the impedance offered by the default
parametric values ({;). For 0.01 times the default impedance
(1% of ¢,), it becomes 10''°. As mentioned earlier, conven-
tional approaches12 would fail while working with such enor-
mously large numbers. Although it may look unnecessary
from the practical point of view, the corresponding TL spec-
tra for the same configuration but with smaller impedances
are shown in Fig. 13(b) to demonstrate the extreme credibil-
ity of the BCT approach presented here.

V. CONCLUDING REMARKS

It has been shown above that in the conventional transfer
matrix approach instabilities result from application of
boundary conditions to the product transfer matrix of perfo-
rate elements like uniform/simple CTRs as well as conical
CTRs. Transfer of boundary conditions from segment to seg-
ment helps in overcoming the problem. The credibility of the
boundary-condition-transfer (BCT) approach is made appar-
ent through a detailed comparative study and hence should
be used to overcome the limitations posed by the conven-
tional transfer matrix approach. By rectifying numerical in-
stabilities, if at all there are any, it is always feasible to make
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FIG. 13. TL spectrum of the two-duct CCTR (L=0.5 m) for different perforate impedances; (a) the conventional approach and (b) the BCT algorithm.
sk, {=¢, N=10; >—D>—D>, £=0.1 X ;, N=10% and O—O—0, {=0.01 X ¢,, N=10°.

inroads into better solutions. Although it is applied here to
acoustical problems, the BCT approach may find a signifi-
cant role in other forms of wave phenomena, particularly in
the analysis of multiply-connected muffler elements used in
automobiles. Due to its complex structure, the three-duct
configuration of Fig. 10 is certainly of least use from the
application point of view, but it narrates a different facet of
the BCT algorithm. This algorithm can be made use of for
analyzing the performance of the long acoustic wedges,
where the instability is even more severe due to the wave
propagation in the porous sound absorbing material.

The large numbers associated with the system matrix are
not necessarily functions of the spatial dimensions. Low per-
forate impedance at the interface, as mentioned earlier, yields
astronomically large numbers. The concept of such hypo-
thetical low perforated impedances can be used while pre-
dicting the acoustic performance of a wedge of an anechoic
chamber. For instance, the wedges that are unwrapped (with-
out the protection of perforated plates) may be modeled with
a perforated screen of infintesimally small value of acoustic
impedance at the perforated interface. This forms the subject
matter of another paper.
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APPENDIX A: ELEMENTS OF THE SYSTEM MATRIX
[v]

The square matrix [u] associated with the matrix equa-
tions (5) has generalized elements [U] ;j for any arbitrary con-
centric tube resonator (CTR) configuration, provided no sin-
gularity is encountered there during analytical modeling.
Neglecting the M% and higher order terms, the matrix ele-
ments are given by

[0]11 = niljkoM, + Mi(In S})' 1= [v],. (A1)
M
[U]h= 271&_(;), (A2)
[Ul13=w[-Jjko+2M,(In Si)], (A3)
_ M,r(z)
[U], =27y, 55(2) > (A4)
[0]02 = el koM, + M5(In )1 - [U]y. (A5)
[Ula = Yol - jko +2M5(In S3)], (A6)
[u]31 == jkoy1 = [U]s, (A7)
2
[v]s, = é’Tyzl) (A8)
[ul33 = yiljkoM; — (1 + M})(In S})], (A9)
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2
[Vl = 72%8, (A10)
(U] == jkoya —[Ul41, (All)
[0)4s = yaljikoM, — (1 + M3)(In )], (A12)

where r(z)=R,(z) is the radius of tube. The rest of the matrix
elements are identically equal to zero, and

1

—, i=1,2.
1-M?;

Yi= (A13)
Though v, in Eq. (A13) depends on z, it may be assumed
to be invariant on the basis of an averaged mean flow veloc-

ity over a segment, for simplification.

APPENDIX B: APPLICATION OF THE BCT
ALGORITHM

Here the methodology for applying the BCT algorithm
is presented with an example in the form of the CCTR of
Fig. 1(a). The boundary conditions may be given in terms of
zero admittance (zero normal particle velocity) at both the
axial boundaries of the cavity. For the sake of illustration, let
us assume that the muffler comprises two (N=2) equal seg-
ments. Let the transmission matrix [@®] of Eq. (8) for the first
segment, spanning z=0 to z=L/2, be given as [A] and the
corresponding one for the second segment (z=L/2 to z=L)
be denoted as [B]. Thus, there is a set of three state vectors
{Y}, {Y}?, and {Y}® of the form of Eq. (6) defined at z=0,
z=L/2, and z=L, respectively. Matrix [A] connects {Y}! to
{Y}? whereas [B] operates between {Y}? and {Y}°.

The essential task is to determine the coefficients
(Cf ’s of Eq. (16) for the vectors, other than the one where
the boundary condition is defined, across the segmental
transmission matrices [@]’s. Applying the boundary condi-
tion u, ._0)=0 on the state vector {Y}!, u} may be given in
terms p;, ps, and u; by

uy = (Cy)ipi +(Cpapa + (Cp jui, (B1)
where the coefficients (Cf)l, (Cf)z, and (Cy, )} are identi-
cally equal to zero. Components of the vector {Y}' can be
expressed in terms of {Y}? and the transfer matrix [A]:

P =A11P%+A12P§+A13M%+A14”§9

Pé = A21p% + AzzP% + A23u% + A24“§’
(B2)

=Asp? + Appl + A’ + A’

U 31P1 32P2 33U 34Uy,

1 2 2 2 2
Uy =Agpy +Appy + Agzuy + Ay,

It may be noted that the superscript here indicates the
location or the section, and not power of the state variables.
Applying the expressions for pj, py, and u; of Egs. (B2) in
Egs. (B1) and equating the resulting u) with that of Egs.
(B2), a linear relationship among the components of the vec-
tor {Y}2 may be developed. Thus, u% may be given in terms
of pl,pz,u1 and a set of respectlve coefficients (Cf )j, j=1,
2, and 3. The coefficients (Cf )l, (Cf1)2’ and (Cf )g for vector
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{Y}? are functions of the coefficients (Cf)l, (Cf1)2’ and
(Cf )3 and matrix [A]. Making use of the coefficients of the
vector {Y}? and matrix [B], the above procedure would be
repeated to determine the correspondlng relatlonshlp and
hence the coefficients (Cf (Cf1)2’ and (Cf )3 for vector
{Y}?. Basically, each of the above boundary conditions
brings about a set of coefficients for each of the intermediate
state vector.

Similarly, the other boundary condition u; (,_;)=0 will
generate a different set of coefficients at each of the state
vectors. Let the relationships among the components of the
vector {Y}? corresponding to both the boundary conditions
be given as

Uy = (Cfl)%P% + (Cfl)gpg + (Cfl)i“%’ (B3a)

3= (Cyp)ipt +(Cp)3p3 (B3b)

Equating the expressions for u3 of Egs. (B3b) and (B3a),
p3 and u3 may be expressed in terms of p7 and u?:

+ (sz)glxl% .

p% = Clpf + Czu% and u% = Dlp% + Dzu%. (B4)

Thus, the regular expression for p; and u; of Egs. (B2)
may be given in terms of p? and u?:

Pi=A;+CAL+DAYPT+ (A +CA,
+ D2A14)M%’
(B5a)
Ui =(Az; + C Az +DAs)pt + (Ags + CrA 5,
+ DA,
or,
[pi w] =[11[p; )" (B5b)

Equations (B5b) represent the 2 X 2 transfer matrix [7]'
of Eq. (22) for the first segment. Similarly, the second-order
transfer matrix [7]*> corresponding to the second segment
may be determined. The product of the two transfer matrices
[7T]" and [T]? yields the overall transfer matrix [77], of Eq.
(23).
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A multiple scattering analysis in a nonviscous fluid is developed in detail in order to predict the
coherent sound motion in the presence of disordered heterogeneities, such as particles, fibers,
bubbles, or contrast agents. Scatterers can be homogeneous, layered, shell-like with encapsulated
liquids or gas, nonabsorbing, or absorbing, and can take a wide variety of shapes. A priori imposed
limitations or physical assumptions are absent in the derivation, whether they concern the expected
response of the fluid-scatterer mixture, the scatterer size relative to wavelength, or the scatterer
concentration or the screen thickness. However, as in any multiple scattering formulation, a closure
assumption is invoked. Closed-form results for the backscattered and forward-scattered wave
motions on either side of the screen of scatterers are obtained. The fluid-scatterer mixture is shown
to behave as an effective dissipative medium from the standpoint of the coherent motion. It is found
that the effective medium is fully described once two parameters are determined: the effective wave
number and the reflection coefficient for the associated half-space screen. Remarkably, both
parameters depend only on the far-field scattering properties of a single scatterer. © 2005 Acoustical

Society of America. [DOI: 10.1121/1.1931088]
PACS number(s): 43.20.Gp, 43.20.Fn [ANN]

I. INTRODUCTION

In biological tissue, in structural materials, or in the
ocean, ultrasonic signals are often subjected to scattering by
small inhomogeneities, such as hard grains, contrast agents,
solid particles, fibers, pores, or bubbles. Each scatterer ex-
changes acoustic energy with all the others, and multiple
transport paths are possible in the sample.l’2 This causes ex-
perimental difficulties, as in the construction of images, and
also fundamental difficulties, as in the construction of ana-
lytical models.

This paper attempts to provide fundamental understand-
ing that is lacking concerning wave propagation in the pres-
ence of multiple scatterers. We focus attention on the coher-
ent wave motion.>* Tt is, by definition, the statistical average
of all motions corresponding to all possible configurations of
the scatterers. Experimentally, this average on disorder can
be performed either by using receivers with large active ar-
eas or by moving the emitting and receiving transducers rela-
tive to the sample to be inspected.5

Coherent backscattered motions are usually accessible in
practice. They cannot be used to extract information on the
exact position of each scatterer. However, they contain infor-
mation on the concentration as well as on the material and
geometrical properties of the scatterers. For example, to
count bubbles and determine their average size in vivo during
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high-temperature cancer treatments,’ the analysis of this pa-
per could prove a very useful tool.

We provide here a detailed analytical derivation of the
coherent motion, when the scatterers form a screen of finite
thickness and are uniformly distributed in a nonviscous fluid.
Since viscosity is neglected, only pressure waves can propa-
gate in the fluid. We show that the analysis yields explicit
expressions for the waves propagating outside and inside the
screen. Further, we observe from the results that two param-
eters are required to describe completely this system of
waves.

We call these parameters K and Q. By K we denote the
effective wave number, and by QO we denote a frequency-
dependent dimensionless parameter that characterizes the
screen “boundaries.” We use here the term “boundary” for
lack of a better term since, for any fixed configuration of
scatterers, it is possible to walk in and out of the screen while
staying in the fluid.

Our derivation yields an expression for the effective
wave number that is independent of the screen thickness,
which makes it an intrinsic property of the fluid-scatterer
mixture. This result is consistent with the notion of an effec-
tive medium. We also find that the effective wave number is
identical to that found elsewhere for a semi-infinite screen.’

The parameter Q has appeared elsewhere either explic-
itly or implicitly,g"11 but the expression that is derived in this
paper is not to be found in those references. The reason for
this discrepancy is that the earlier derivations for Q make use
of continuity conditions for both velocity and pressure at the

© 2005 Acoustical Society of America
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FIG. 1. Layer of scatterers and system of acoustic waves.

screen “boundaries.” However, pressure continuity can be
written only if an effective mass density is assumed for the
fluid-scatterer mixture in the screen. Thus, it is assumed in
those works that the screen behaves a priori like an effective
medium.

Our derivation shows that the coherent wave motion
outside and inside the screen can be determined indepen-
dently of any continuity assumption, and therefore of any
mass density assumption. We demonstrate that the screen is
indeed equivalent to an effective medium.

We have chosen to perform our analysis in the context of
the theory proposed by Waterman and Truell,” whose predic-
tions have stood the test of multiple cross examinations.'?
The theory applies to anisotropic scatterers and is considered
to be valid for low scatterer concentration.

The presentation of the paper is as follows. In Sec. II,
we describe a distribution of identical cylindrical or spheroi-
dal scatterers immersed in a nonviscous fluid. We assume
that the fluid occupies the entire space, but the scatterers
occupy positions inside a layer of finite thickness. The cyl-
inder problem (2D case) and the spheroid problem (3D case)
are analyzed in parallel in the remainder of the paper.

The coherent displacement field in the fluid is defined in
Sec. III, and the various fields that are needed for its deter-
mination are described in Secs. IV and V. This approach
yields a system of equations that is not closed, as is typical in
multiple scattering problems.l’2 A closure assumption, which
is discussed in detail in Sec. VI, allows us to determine the
coherent wave motion in closed form outside and inside the
screen.

Formulas for the effective wave number K, the dimen-
sionless parameter Q, and the amplitudes of the various dis-
placement fields are given in Secs. VII and VIII. The limiting
case of a semi-infinite screen, partly studied by Waterman
and Truell,7 is examined in Sec. IX. Then we infer that the
parameter Q can be interpreted as the reflection coefficient at
the “boundary” of the associated semi-infinite screen of scat-
terers. Predictions for the special case of a screen of isotropic
scatterers are obtained in Sec. X. Finally, we summarize the
analysis in Sec. XI.

Il. SCREEN OF SCATTERERS

We consider a layer of scatterers in a nonviscous fluid
subjected to the action of a wave, as shown in Fig. 1.

The scatterers, of identical geometry and elastic proper-
ties, are uniformly and randomly distributed in the layer of
thickness 24, where their number concentration is n,. Inter-
action with the scatterers causes the incident wave to be re-
flected on one side of the layer and transmitted on the other.
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The wave motion in the fluid is the superposition of the
incident wave and the waves multiply scattered by all the
scatterers. For a given incident wave and a given number
concentration 7, there exist an infinite number of scatterer
configurations and an infinite number of corresponding wave
motions. The average of these wave motions is a weighted
sum, where the weight represents the probability of finding a
given configuration among all possible configurations.

The scatterers have either cylindrical geometry, with
constant cross section along the y, direction of Fig. 1, or
spheroidal geometry. Thus, we consider, respectively, two-
and three-dimensional problems. We assume further that, in
the 2D case, the cross sections are symmetrical with respect
to axes parallel to the y; axis. In the 3D case, we assume that
the scatterers have a symmetry of revolution with respect to
those axes.

It follows from the preceding assumptions on the distri-
bution and geometry of the scatterers that the wave system in
Fig. 1, after averaging on disorder, is one-dimensional. These
waves cause the fluid particles to move with displacement u5
in the y; direction, where u3 is measured from equilibrium.
The particle velocity in the context of linear acoustics, the
density variation, and the pressure variation from equilib-
rium values, respectively, are given by

du u
v3=—>% p=—pogz, p=cip, (1)
where p, denotes the equilibrium mass density and ¢ is the
speed of sound in the fluid.

If the time dependence is of the form exp(—iwt) and the
regime is continuous, the three waves of Fig. 1 are repre-
sented, respectively, by the three displacements

uy=upe™®s,  uh=—ugRe N3, ul=uTels, (2)
where k=w/c is the wave number, u, is an amplitude factor,
R is the reflection coefficient, 7 is the transmission coeffi-
cient, and the factor exp(—iwt) has been omitted. The waves
(2) propagate in the fluid outside the layer. Observe that a
minus sign is used to represent the reflected motion. In-
side the layer, where the scatterers are distributed, there is
a system of two waves traveling, respectively, in the for-
ward and backward directions.

The coefficients R and 7T in (2) represent, respectively,
averages on disorder of the backscattered and forward-
scattered amplitudes on either side of the screen. These am-
plitudes depend a priori on frequency, number concentration
ng, scatterer properties, the density and speed of sound in the
surrounding fluid, and on the layer thickness 2A. Another
parameter is the angle of incidence, but in this work we focus
attention on normal incidence.

The scattering properties of a single scatterer are de-
scribed in 2D and 3D, respectively, by sets of coefficients C,
and S,, where the letter C is used for “cylindrical” and the
letter S for “spheroidal.” Calling @ the displacement
potential13 of the scattered motion in the fluid, one can write

400
®(r,0) = >, £,A?C,HV (kr)cos(n6), in 2D, (3)
n=0
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+00
D(r,0) = >, 2n+ DAPS hD(kr)P,(cos 6), in 3D.
n=0

(4)

These equations represent outgoing solutions of the
Helmholtz equation. They are written in terms of the cylin-
drical and spherical Hankel functions, respectively, Hil) and
hil), and of the Legendre polynomials P,. In Eq. (3), the
Neumann factor is defined by gy=1 and g,=2, for all values
of n greater than zero. The coefficients Af) and A,(f) charac-
terize the displacement potential of the exciting motion on
the scatterer. In Egs. (3) and (4), the pairs of variables (r, 6)
are, respectively, local cylindrical and spherical coordinates
centered on the scatterer.

Let & denote the position of the scatterer in the coordi-
nate system of Fig. 1. Then, the distance r is defined by
either r’=(y;=&)*+(y=£)7 or r’=(y;—&)*+(-&)°
+(y,—&)?, depending on the dimension. In either case, how-
ever, the angle 6 is such that cos 6=(y;—&;)/r. Correspond-
ing to the incident wave of (2), one finds that the coefficients
A,(f) and Af) of (3) and (4) are

Af) =A513) - _ Moin+leik§3/k. (5)

These coefficients are those of the incident displacement po-
tential ®' in the expressions

400

D(r,0) = >, £,A% T, (kr)cos(nf), in 2D, (6)
n=0
+00

D'(r,0) = >, 2n+1)AD} (kr)P,(cos 6), in3D, (7)
n=0

where J, and j, denote, respectively, the cylindrical and
spherical Bessel functions.

The rule (3) and (6) says that the nth exciting mode of
amplitude Af) is scattered away from the local origin r=0,
where the scatterer is centered, with amplitude Af)Cn. The
coefficient C,, acts as an amplification factor and is dimen-
sionless. Further, each scattered mode has a Log r (n=0) or
r™ (n=1) singularity as r approaches zero. Analogous com-
ments can be made concerning the rule (4) and (7) in the 3D
case, except that the singularity is of the type r"~! as r
approaches zero.

Observe that the origin =0 is inside the scatterer and
the scattered field is defined outside the scatterer. Thus there
is no singularity in the region where (3) or (4) holds. The
coefficients C, and §,, depend on frequency, as well as on the
properties of the scatterer and of the fluid outside. In particu-
lar, scatterers can be nonabsorbing or absorbing.m’]5

In the next section, we shall reduce the geometry of each
scatterer to a line (in 2D) or a point (in 3D). To this line, we
associate the scattered potential (3), where the coefficients
C, are evaluated by imposing appropriate boundary condi-
tions on the real-size cylinder. Thus, we shall replace the real
scatterer with a new scattering object, such that the geometry
is modified but the scattering properties are preserved. This
geometrical simplification, however, causes the singularity of
(3) to be no longer embedded inside the scatterer. The scat-
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tered potential of (3) is now a singular solution of the 2D
Helmbholtz equation in the fluid. Similar remarks can be
made concerning the 3D scatterer, the potential of (4), the
coefficients S,, and the r"~! singularity.

lll. COHERENT MOTION

The coherent motion in the fluid of Fig. 1 is, according
to the Foldy-Twersky approach, the sum of the incident mo-
tion and of the wave motions scattered by all the scatterers."”’
In terms of the displacement components in the y5 direction,

1
one has'®

Mgz)()@) = Mé()@)
h +o0
+ ”of f u3(y3,v1:65,€))dé dé),  in 2D,
—h J —x
(8)

h +0 (400
“53)()’3) =u5(y;) + "of f J u3(y3,y1,¥25€3.€1,6)
—h —0 —00

Xdéy dé, déy, in 3D. (9)

The second term on the right-hand side of (8) represents the
global contribution of all scatterers located at all possible
positions (&;,£,) in the layer of thickness 2k, under the as-
sumption that the distribution is random and uniform. The
same interpretation holds for the second term on the right-
hand side of (9), except that scatterers occupy positions
(&, €, &) and an additional integration has to be performed
in the &, direction. The dimensions of the number densities
ny in (8) and (9) are, respectively, an inverse area and an
inverse volume.

The term usz(ys,y;: &, &) in (8) is an average displace-
ment corresponding to the wave motion scattered by the line
at (&, &,). The average on disorder is taken over all configu-
rations keeping the line at (&, €;) fixed. Thus, it is a partial
average. The coordinate y, is integrated out on the right-hand
side of (8) owing to the translational invariance in the y,
direction.

The corresponding term us(ys,y;,y2; &, &1,&) in (9) is
likewise an average displacement corresponding to the wave
motion scattered by the point at (&5, &, &,) when this point is
kept fixed. Both coordinates y; and y, are integrated out on
the right-hand side of (9).

When all the scatterers occupy deterministic positions,
each scatterer “sees” an exciting wave motion that is the
result of scattering processes of all orders (single, double,
triple,.. )" inside the screen. Keeping the scatterer fixed and
averaging these exciting wave motions, one defines the av-
erage exciting motion and the corresponding displacement
potential ®F. Assuming that this potential is a bounded so-
Iution of the Helmholtz equation in the fluid, one finds that
the most general expression of ®F corresponding to a scat-
terer fixed at & is

+00

DE(ys,y1:63,8) = up X £,E (&), (kly - &)
n=0
Xcos(n6), in 2D, (10)
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+00

®E(y3’yl’y2;§3’ 51’52) = MOE (21’1 + 1)E£,3)(§3)]n(k|y - §|)
n=0

X P,(cos 6), in 3D, (11)
where the angle 6 is defined by cos 0=(y;—&)/|y—§& and
the distance |y—é&|=r is defined as in (3) and (4). The
coefficients Eflz) and Ef) in (10) and (11), respectively,
depend only on &;, owing to the translational invariance in
the y; and y, directions.

Next we recall the scattering rule (3) and (6) in 2D and
the analogous rule (4) and (7) in 3D. Thus, we infer that the
average scattered potentials corresponding to (10) and (11),
respectively, are given by

+00

D(y3,y13636) =g €,C E(z)(§3)H,(,l)(k|y =)
n=0

Xcos(nf), in 2D, (12)

+00

D(y3 91,725 €5 E1,6) = g >, 2n+ 1)S,ES ()AL
n=0

X (kly — &)P,(cos 6), in 3D.

(13)

The average scattered components u3 on the right-hand
sides of (8) and (9) are obtained by differentiating (12) and
(13), respectively, with respect to y;. We differentiate the
combinations Hfll) cos(n6) and hfll)Pn(cos 0) in (12) and (13)
with respect to y; by using the chain rule relative to the local
coordinates r=|y—& and 6, and by using properties of the
derivatives of the Hankel functions and Legendre
polynomials.17 '8 After differentiation, rearranging terms in
the series (12) and (13), and substituting the results into (8)
and (9), respectively, one finds that

+° g

U (y3) = uge™s + nougk X, | (Coi (&) - €, ER,
n=0 v -h

X&) (v3 - &)dés,  in 2D, (14)

h

uP(y3) = uge®s + ngugk >y | (n+ 1), EC) (&)

n=0 Y —h
~ 18, ED (&) (v3 - &)dés,  in 3D.
(15)

Observe that to keep expressions compact in (14) and (15),
we have defined C_;=0, S_;=0, E(z)(&) 0, andE (§3) 0.
The quantities go @) and go( " on the right-hand s1des of (14)
and (15), respectively, are defined by

+00

¢P(v3-&)=|  HP Ky~ &)cos(n)dé;, in2D,

—00

(16)
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9023)()’3 -&)= f f hfll)(kb’ - §|)

XP,(cos 0)d¢, d&, in 3D. (17)

The integrals (16) and (17) are evaluated, respectively, over

the entire real line and the entire plane. They can be evalu-

ated by mathematical induction, which yields the results”!*%

2 .
@D (y3— &)= (- 1)";elk‘fry3', (18)
2 .
¢ (3= &) =i(- D" sené - yy)eiésl, (19)
ey, - &) = —son D(yy- &), (20)

where n=0,1,2,... and sgn denotes the sign function. It fol-
lows from (14)—(20) that the coherent displacements in the
fluid are given by

h

w5 (y3) = uge™ + ngugk J o\ (el dg

—h

h
+ inguok f a(&)sgn(£—yy)e el g, (21)
-h

where ¢=2 and g=3 corresFond respectively, to the 2D and
3D cases. The functions crq (é) and 0@(5) in (21) are de-
fined by

28
(12)(5) = EE (- 1)1(C2j+lE(2_2jl—l(§) - Czj—lE(z%)q(g)),
j=0

(22)
a2 (&) = —2 (= 1(CojnER,(8) = CoES(9)),
] 0
o(g) = E (= 1Y((2) + 1)1 ES)1 (9)
- 2j52,_1E§-})_1(§)),
(23)

o5)(8) = E (= 1Y((2] +2)S542ES)(9)

- (2j + 1)SyES)(£).

The two integrals on the right-hand side of (21) repre-
sent the contribution of all the scattering processes taking
place inside the layer. If all the scatterers are removed (n,
=0), this contribution vanishes and only the incident wave
propagates in the fluid.

It follows from (21) that the reflected coherent motion is
a plane wave of wave number k and amplitude uoR? and the
transmitted coherent motion is a plane wave of wave number
k and amplitude u,T'?, as in (2). Expressions for the coeffi-
cients R and T'9 are obtained by setting, respectively, y;
<—h and y;>h on the right-hand side of (21). We find that
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h
R=- nokf (01(9) +ioy(§)e™ dE, (24)
—h

h
T=1+nok | (01(&)—ioy(§)e ™ dé. (25)
~h

For simplicity, the superscript ¢ has been omitted on R, T,
o, and o, in (24) and (25).

The transmitted coherent wave is the sum of the incident
wave and all the forward-scattered waves, whereas the re-
flected coherent wave is constructed only from the backscat-
tered waves. Inside the layer, where —h <y;<<h, one infers
from (21) that the coherent displacement u5 is the sum of one
term with an exp(iky;) factor and another term with an
exp(—iky,) factor. Both terms have “amplitudes” that depend
on y3. In this form, the coherent motion inside the layer looks
rather complicated. To write it in a more interesting form, we
need to determine the functions E,(£), which are still un-
known at this point in our discussion.

IV. SCATTERED MOTION

For —h<y;<<h, we write each of the two integrals in
(21) as a sum of two integrals over the intervals (&, y;) and
(v3,h), respectively. Then, we write y;—&=y;—{3+{3-¢&,
where {3 is the coordinate along the y; direction of an arbi-
trary fixed point £ inside the layer. On each integration inter-
val, we use the expansions

+o0

e 038 = & i) (Kly — &)cos(na), in 2D, (26)
n=0

+00

078 = 3 (2n + )i, (kly = Z) P,(cos a),
n=0

in 3D,

(27)

where the angle « is defined by cos a=(y;—{3;)/|y—{&. After
some rather lengthy but straightforward calculations, one
finds that (21) can be written, for —h<<y;<h, in the
equivalent form

oo

uP (y3) = uoe™s + nouok 2, £,G (v3, &), (Kly - &)
n=0

Xcos(na), 1in 2D, (28)

+00

U (y3) = uge™3 + nguek >, (2n + 1)G(y3,83)j,(Kly - &)
n=0

X P,(cos @), in 3D. (29)

In these equations, the term G}(:’) can be written as the sum of
a term that depends only on {3 and another term that depends
on both {3 and y5. Thus, omitting the superscript ¢ on F,,, D,,
gy, and o0,, one has

G,(v3.83) = F,(&3) + D, (v3.43)., (30)

with |ys|<h and |Z5|<h. For even and odd values of the
subscript, one finds that
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Fy,(83) = (= 1)"Fo(83),  Faui(83) =(=1)"Fi(&),  (31)

Dy, (y3,83) = (= 1)"Dy(y3.43),

(32)
Doy (v3,83) = (= 1)"D (3, 43).
h ) h
Fo(&s) = f o (9eMEl gg 4 f oy(&)sgn(é- )
—h —h
xeltléal gg, (33)
h .
Fi(gy)=-i J o1 (§)sgn(é— gy)ee bl dg
—h
h
+ f oy (el ag, (34)
—h
Do()’3’§3) == ZiJ 3 0'1(§)sin(k(§— 53))515
e
V3
-2i f oy(é)cos(k(£ - £3))d¢, (35)
43
V3
Dy(y3.43) = ZiJ o1(&)cos(k(é—£3))dE
Ie
V3
-2i f oo (&)sin(k(€ - £3))dé. (36)
14

We observe that G, and G, determine G, for all values
of n. Further, the series expansions in (28) and (29) can be
decomposed according to (30) into two series expansions.
The series with the coefficients F, are solutions of the Helm-
holtz equation in the fluid with wave number k. The series
with the coefficients D,, are not in general solutions of that
equation, because the D, depend on ys.

Observe that representations for u3 analogous to (28)
and (29) hold also in y3>h and y;<—h. In these intervals,
the coefficients G, are independent of y;, and exact expres-
sions can be obtained readily from (21), (26), and (27).
These remarks will be useful later when we approximate the
exciting motion on a fixed scatterer.

V. EXCITING MOTION

When all the scatterers occupy deterministic positions, a
scatterer at { “sees” an exciting wave motion that is the sum
of the incident motion and of the motions scattered by all the
other scatterers."”’ Averaging on disorder, keeping the scat-
terer at { fixed, one finds that the exciting displacement po-
tentials are given by

h +00
<I>E(y3,y1;§3,§1)=<bi(y3)+nof f Dy y1:63.€1383.41)
_h —0o0
Xdé; dé;, in 2D, (37)
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CDE(Y3’Y1,)’2§§3, gl’§2)
h +00 40
= q)i(y3) + nof f f D(y3.y1.32:63.61.62: 83, 1,.0)
—h J —x —®

Xdé&; d&, d§,,

On the right-hand side of (37), the term in the integrand
represents the average potential scattered by the line at
(&5,£;) when the line at (3,¢;) is also held fixed. The inte-
gral of this potential over all positions (&;, &) in the layer of
Fig. 1 represents the total contribution of all scattered mo-
tions knowing that the line at ({3, ;) is held fixed. The point
at which the wave motion is evaluated is (y3,y;). The aver-
age exciting potential on the left-hand side of (37) is given
by (10), where (&, &) must be replaced by (£3,¢;). Similar
comments apply to Egs. (38) and (11), where a point is kept
fixed at ({3,41,4)-

The potentials ®F and ®' are bounded solutions of the
Helmbholtz equation in the fluid with wave number k, where
derivatives in that equation are taken with respect to the y
coordinates. It follows that the two integrals in (37) and (38),
respectively, are bounded solutions of the Helmholtz equa-
tion in the fluid with wave number k. Thus, we write (37)
and (38) in the equivalent form

in 3D. (38)

+00

CDE()’3,)’1 HENOE (D[()’s) + no”oz snM,ﬂz)(é)
n=0

XJ,(kly = &)cos(na), in 2D, (39)
DE(y3, 1,925 83 L1 00) = P (v3) + mgug >, 20+ 1M
n=0
X(&3)ja(kly = &)
XP,(cos &), in 3D. (40)

The coefficients M,(f) and MS) in (39) and (40), respectively,
depend only on {3, owing to the translational invariance in
the y, and y, directions. The angle « is defined as in (26) and
(27).

The average exciting potential ®F is expanded in (39)
by using (10), where (&, 6) are replaced with (£, @), and in
(40) by using (11), where the same replacements are made.
The incident potentials ® in (39) and (40) are expanded by
using (6) and (7), respectively, where (£, 6) are replaced with
(£, @). All the terms in (39) and (40) are now series on the
bases of functions J,(k|ly-&)cos(na) and j,(k|y
- )P, (cos a), respectively. Equating the coefficients on ei-
ther side of (39) and (40), one finds that

1 ,
(&) == i1k 4 ngM (L), (41)

where g=2 and g=3 correspond, respectively, to the 2D and
3D cases.

In Eq. (41), the quantities E, ({3) represent the exciting
potential on a fixed scatterer at { averaged on the disorder of
all the other scatterers. The quantities noM,, ({3) represent a
global scattered potential, where the potential scattered by a
scatterer at & is averaged on the disorder of all the other
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scatterers except those at £ and & and, subsequently, all the
positions & are taken into account by integrating over the
layer of thickness 2Ah. At this stage, neither E, nor M, are
known.

In analogy to (37) and (38), we write the average excit-
ing displacement uf on a scatterer fixed at ¢ in the form

s (v3. 913 83541)

= ”g()’3)

h +00
+”of J u3(y3,v1:65.61:85.41)dé; d€,,  in 2D,
[

(42)
W5 (31532383061 £0)
= u3(y3)
+nof_hh f: f: u3(y3,51:523 €3, 61,6383, 81,.0)
Xdéy dé, dé, in 3D. (43)

The components uf on the left-hand sides of (42) and
(43) are obtained by differentiating (39) and (40), respec-
tively, with respect to y;. In these equations, we differentiate
the combinations J, cos(na) and j,P,(cos &) with respect to
vz by using the chain rule relative to the local coordinates
r=|y—¢ and a, and by using properties of the derivatives of
the Bessel functions and Legendre polynomials.”’18 Then af-
ter differentiation, rearranging terms in the series, one finds
that (39) and (40) yield

M?()’s’yl §§3,§1) = ué(y,a) + no”okz (M5,2+)1(§3) - Mﬁzz—)l
n=0

X (L)), (kly = &)cos(na), in 2D,
(44)

W5 (y3, v 1532383, 615 &) = h(v3) + nouok 2 ((n+ )M,

n=0

X(&5) = nM 2, (&) (kly - £))

X P,(cos @), in 3D, (45)

where we have defined M(_zl)(§3)=0 and M(_31)(§3)=0.

In the 2D case, we can also obtain an expression for the
average exciting displacement «* by differentiating (10) with
respect to y;. Likewise, in the 3D case, we can obtain ex-
pressions for u’f and ug, respectively, by differentiating (11)
with respect to y, and y,. It can be shown, by using the chain
rule to differentiate the combinations J,cos(nf) and
JnP,(cos 6), that (10) and (11) yield series from n=1 to in-
finity with coefficients of the form E, ., +E,_;, respectively,
on the bases of functions J, cos(n#) and j,P,(cos 6).

Since the translational invariance in the y, and y, direc-
tions imposes that the average displacements u* and u5 be
equal to zero, we infer that the coefficients E,,;+E,_; must
vanish for n=1,2,3,.... Omitting the superscript g, one has

Y. C. Angel and C. Aristégui: Sound through scatterers 77



Ey,(83) = (= 1)"Ep(&3),  Ezpi($3) = (= 1)"E (&) (46)
Then, combining (41) and (46), one finds that

Mzn(§3) = (— 1)'1M0(§3), M2n+1(§3) = (— 1)”M1(§3)-

(47)
With the conditions (47), one finds that (44) and (45) yield
40
U5 (3913830 81) = uge™s + nguok >, £,M2, (&)
n=0
XJ,(kly = &)cos(na), in2D, (48)

+00

uf(y3,y1,y2;§3,§1,§2) = uoeiky3 + ”ouokz (2n+ 1)M513+)l

n=0
X(§3)Jn(k|y - §|)
X P,(cos @), in 3D. (49)

VI. GLOBAL CLOSURE ASSUMPTION

Equation (37) expresses the exciting potential on a fixed
{ in terms of the scattered potential corresponding to two
fixed € and ¢. Similarly, one can write an equation for the
exciting potential corresponding to two fixed ¢ and » in
terms of the scattered potential keeping three scatterers fixed
at & ¢, and v. Repeating this process, one can construct a
sequence of equations such that an additional scatterer is
held fixed at each step. Eventually, all the scatterers are
fixed. This approach would in principle allow us to deter-
mine the quantities Ef) of (10) exactly but, unfortunately, it
is too complicated and cannot be implemented in practice.7
Similar comments apply to Eq. (38) and to the determination
of the quantities Ef) of (11).

As an alternative to the approach described above, we
make a closure assumption to determine the quantities E,,.

One possible assumption corresponds to the situation of
simple scattering, where the scatterers are sufficiently distant
from each other and the interactions between them can be
neglected. In this case, the exciting field on each scatterer is
assumed to be equal to the incident field. The coefficients E,,
corresponding to simple scattering are obtained from (41) by
setting the second term on the right-hand side of that equa-
tion equal to zero. Substituting the resulting expressions for
E, into (21)—(23), one finds the corresponding coherent dis-
placements and, substituting into (24) and (25), one finds the
reflection and transmission coefficients.

When interactions between scatterers cannot be ne-
glected, one must take into account multiple scattering ef-
fects. These effects are represented in our formulation by the
quantities M, in (41).

The terms M,,, in (48) and (49), respectively, can be
viewed as representations of the integrals on the right-hand
sides of (42) and (43). Likewise, the G, in (28) and (29) can
be viewed as representations of the integrals on the right-
hand sides of (8) and (9).

Comparing the integral in (8) with that in (42), we recall
that the former is not a solution of the Helmholtz equation
with wave number k in the interval |y;| <A and the latter is
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indeed a solution of the Helmholtz equation with wave num-
ber k for all y;. Otherwise, both integrals represent the same
global scattered displacement averaged on disorder, except
that in (42) one of the scatterers is fixed at £ and in (8) no
scatterer is fixed. Similar remarks can be made in the 3D
case concerning (9) and (43).

In view of the preceding discussion, we assume that the
integrals in (42) and (43) are equal, respectively, to the parts
of the integrals in (8) and (9) that are solutions of the Helm-
holtz equation in the fluid. Thus, referring to (28)—(30), (48),
and (49), we leave out the D, and we write as an approxi-
mation

Mn+1(§3) =Fn(§3), (50)

for n=0,1,2.... We observe from (32), (35), and (36) that
the D, approach zero as the observation point at y; ap-
proaches the fixed scatterer at (3.

Equation (50) is our global closure assumption. It will
allow us to determine the coherent motion. For n=0 and n
=1, respectively, one finds that (41) and (50) yield

Eag>=—ieﬁx—%Fmg> 51)

and
1.
E (L) = ;elké +noFo(43), (52)

where (31), (46), and (47) have been used. Observe that the
superscript ¢ has been omitted on E,, E;, F, and F; in (51)
and (52).

VIl. EFECTIVE WAVE NUMBER

Equation (46) allows us to write the functions o (£) and
0,(€) in (22) and (23) only in terms of E, and E;. Omitting
the superscript g, we find that

o(§ =0iE () and 0y(§=- 0Ey(§), (53)

where the factors o, and o, are independent of & and are
given by
+00
4
0(12) =2 Cajits
k3o

400

2
o5 = EE &2,Cy, (54)
j=0
and

+00 400
2 . 2 .
oV =52 (4 +3)Sy,0, 05 =52 (4j+1)Sy;.
k™ k> A
Jj=0 Jj=0

(55)

Substituting (53) into (33) and (34), one can write F|,
and F, in terms of E, and E,. It follows that (51) and (52)
represent a system of two coupled integral equations for the
unknown functions E,, and E;.

To simplify the notation, we use the variable x in the
place of {5. Then, omitting the superscript ¢ on Ey, E;, oy,
and o,, we find that the system of equations for E, and E,
has the form
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: h
E()()C) =- ieikx + noazf Eo(g)eik‘g_x‘ dé:
-h
h
* in"a'J E\(&sgn(é-x)eE dg, (56)
-h

h
E\(x)= %eikx - i”oo'zf Eo(é)sgn(& - x)eHé g¢
—h

h
+ 40y f E (9eME gg. (57)
-h

We differentiate (56) and (57) two times with respect to
x, keeping the variable x in the interval (—h,h). We use the
properties that the derivatives of sgn(x) and e, respectively,
are 28(x) and sgn(x)e"“, where 8(x) denotes the Dirac delta
function. Thus, we find that

d? d?
EEO(X) =—K’Ey(x) and EEl(x) =—K’E,(x).

(58)

The coefficient K is independent of x and of the screen thick-
ness 2h. Omitting the superscript g on K, o, and o, one has

K? = (k - 2ingo) (k — 2ingo). (39)

Thus, E, and E,, respectively, are solutions of second-order
ordinary differential equations. The general solutions of the
differential equations (58) are

Eo(x) = Vel + Wye K, (60)
0 0 0

E (x) = Vel 4+ W e ¥, (61)

where the coefficients Vi, W, V|, and W, are independent of

x and will be determined in closed form in the next section.
We now infer from (21), (53), and (57) that the coherent

displacements in the interval |ys;| <h are given by

uP(y3) = ukEP(y3). (62)

Equations (61) and (62) show that, inside the layer
where the scatterers are distributed, there is one wave trav-
eling in the forward direction and a second wave traveling in
the backward direction. Both waves are characterized by the
effective wave number K of (59). In general, the wave num-
ber K is complex valued and depends on frequency. It fol-
lows that the two waves inside the screen are dispersive and
undergo attenuation as they propagate.

It is customary to write K in terms of the far-field po-
tential scattered by a single scatterer.” To arrive at the usual
formula for K, we recall that the cylindrical and spherical
Hankel functions are given in the far field as r tends to in-
finity by the expressions
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. 2
H k) = (= 1)y e, (63)

1.
B k) = (i) el (64)

Substituting (5) and (63) into (3), and then (5) and (64) into
(4), respectively, one finds that

2 .
q)(r’ 0) — qu kﬂ-e1(kr+77/4)f(2)(0)’
r

1.
d(r, 0 = Dy—e*73(6), in 3D, (66)
r

in 2D, (65)

where ®,=—iu/k is the amplitude factor of the incident po-
tential. When the scatterer is located at =0, the angular
shape functions £ and /@ in (65) and (66), respectively, are
given by

400
1
f2(0)=—2 &,C, cos(nf), in 2D, (67)
)
14
F3() = 12 (2n+1)S,P,(cos 6), in 3D. (68)
1K ;=0

We can see from Fig. 1 that, relative to the incident wave,
the forward direction corresponds to #=0 and the backward
direction to = It follows that f(0) and f(), respectively,
are measures in the forward and backward directions of the
field scattered by a single scatterer. Using the properties
P,(1)=1 and P,(-1)=(-1)", and omitting the superscript ¢
on f(0), f(7), oy, and o, we infer from (54), (55), (67), and
(68) that

al=if<f<0)—f<w>) and crz=if<f(0>+f<w>>- (69)

Equation (69) shows that the factors o and o, depend only
on the far-field amplitudes scattered by a single scatterer in
the forward and backward directions, apart from the wave
number k in the fluid. Substituting (69) into (59), and rear-
ranging terms, one finds the well-known result

2 2 2 2
K= k2<1 + nok—;Tf(0)> - k2<n0k—727 f(q'r)) . (70)

The 2D formula (70) has been given elsewhere correctly,
but without detail, for circular cylinders and SH waves.”' A
formula similar in form, but not identical, to (59) has also
been obtained previously.9

Viil. REFLECTION AND TRANSMISSION

We determine the coefficients Vy, W,, V|, and W, by
substituting (60) and (61) into (56) and (57). The four inte-
grals over the interval (—h,h) in (56) and (57) are evaluated
in closed form, with the variable x in the interval (=/,h). The
integrations are performed separately on (—%,x) and (x,h).
Then, (56) and (57) yield a system of two equations of the
form
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iKx —iKx

a, 1€ +a, e e

= am3eikx + am4e_i s (71)
where m=1 and m=2 correspond, respectively, to (56) and
(57). The eight coefficients a,,, where m=1,2 and n
=1,2,3,4, depend linearly on V,, W,, V|, and W,. We find
by using the expression (59) for the effective wave number
that the four coefficients a,, are related to the four coeffi-
cients ay,. One has

ay=Pay, an=-Pap, ap=iap, and  ay=-—iay,
(72)
where the factor P is defined by
i0,K
p=-— 72 (73)

B O'l(k - 2in00'2) '

We infer now from (72) that, for m=1 and m=2, (71) rep-
resents a system of two equations for the four unknowns a;,,.
These two equations hold for all x in (=k, k). We differenti-
ate them with respect to x, which yields two additional equa-
tions that hold also for all x in (=/,4). We now have a total
of four equations, in which we set x=0. This yields a linear
system of four homogeneous equations for the four un-
knowns a;,. We have verified that the 4 X4 determinant of
this system does not vanish. Thus, we conclude that the four
coefficients a;, must vanish.

These four conditions yield in turn a linear system of
four inhomogeneous equations for the four unknowns V/,
Wy, Vi, and W;. We have solved this system in closed form
by using Cramer’s rule.

Next, we use these solutions, together with (53), (60),
and (61), to determine the reflection and transmission coef-
ficients of (24) and (25). Integrating the exponential func-
tions in closed form, we find that

Qe—Zikh

R=- W(l - e4iKh) R (74)
1-0> ..
Tr= 1 Qze4iKh621(K o, (75)
where
1 - Z k - 2in00'] K
Q=—— and Z= = - (76)
1+Z K k —2inyo,

For simplicity, the superscript g has been omitted on R, T, Q,
K, Z, oy, and o, in (74)—(76), which hold for either the 2D
problem or the 3D problem. The quantities o and o, are
defined in terms of the scattering coefficients C, and S, by
(54) and (55), or by (69) in terms of the forward and back-
ward scattering amplitudes f(0) and f(7r).

From (61) and (62), and the solutions for V|, and W, we
infer that the coherent displacements in the interval |ys| <h
are given by

u3(y3) = upA e %% — upA_e K3, (77)
where the amplitudes A, and A_ are given by
1+0  ik-un
A+=kV]=W6( L (78)
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00+0) iy

A_=—kW;= 1 — Q% iKn

(79)
Observe that a minus sign is used to represent the backward-
propagating wave. For completeness, we also record here the
solutions for the coefficients V, and W, of (60) in the form

Vo=—iZV,, and W,=iZW,, (80)

where Z is defined in (76). For simplicity in (77)—(80), the
superscript ¢ has been omitted on us3, A,, A_, V|, Wy, Vi, Wy,
Z, Q, and K.

The preceding results provide a complete evaluation of
the system of coherent waves generated in the fluid of Fig. 1
by a plane incident wave of amplitude u,. Outside the layer,
the reflected and transmitted waves have amplitudes —uyR
and u,T, respectively, where R and T are given by (74) and
(75). Inside the layer, the forward- and backward-
propagating waves have amplitudes uyA, and —upA_, respec-
tively, where A, and A_ are given by (78) and (79).

The factor Q in (74), (75), (78), and (79) is defined by
(76). We observe that Q depends on the effective wave num-
ber K, the wave number k in the fluid, and either the factor
noo; or the factor nyo,. It is not possible in general to write
either nyo or nyo, only in terms of the wave numbers K and
k. Thus, the factor Q of (76) is not, in general, a function of
only K and k.

The formulas (74), (75), (78), and (79) for the reflected,
transmitted, forward, and backward waves, respectively, ap-
ply to a homogeneous fluid layer.

To see this, replace in Fig. 1 the layer containing scat-
terers with a homogeneous nonviscous or viscous fluid layer
of thickness 24 and mass density p;. In this fluid, we call k;
and ¢, respectively, the wave number and speed of pressure
waves at the angular frequency w. Observe that c;=w/k;,
and both ¢; and k; are complex valued if the fluid is dissi-
pative. In this context, one finds that the amplitudes of the
four waves generated by the incident wave of (2) are still
given by (74), (75), (78), and (79), provided that K is re-
placed with k; and Q is replaced with

Q:POCO—PlC’l. (81)

PoCo t+ piCy

The factor Q in (81) is a ratio of acoustic impedances, which
is complex valued when the fluid layer is viscous. This
shows that the system of waves propagating in the presence
of scatterers in Fig. 1 is formally identical to that propagating
outside and inside a homogeneous fluid layer. What distin-
guishes the two cases from each other is the factor Q, which
is given by (76) in the first case and by (81) in the second
one. Observe that the factor Q in (81) is the amplitude factor
for the reflected wave at the interface of two homogeneous
fluid half-spaces.

We note that expressions for the reflected and transmit-
ted amplitudes similar to (74) and (75) have been obtained in
the special case where the far-field approximation is used for
the scattered motion.** Reflection and transmission have also
been evaluated by using a distance of closest approach
between scatterers and ignoring transition region
Compliceltions.23’24 Finally, we observe that earlier expres-
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sions for R and 7, obtained in other contexts, can be cast in
the form (74) and (75), provided that appropriate expressions
for Q are introduced.'®%

IX. COMPARISON WITH WATERMAN AND TRUELL

We introduce in Fig. 1 the system of axes (Y3,Y)),
where the Y5 axis has its origin at the lower boundary of the
layer of thickness 2h. Thus, the y; and Y3 coordinates are
related by y;=Y3—h. The incident, reflected, and transmitted
waves of (2), which are represented as functions of y;, can
also be represented as functions of Y5. One has

ul3 = er]ky3, Mg =- Uonﬁ_]kY3, and M% = UoTwﬁlky3.

(82)

Likewise, inside the layer, the forward-propagating wave and
the backward-propagating wave of (77) can be represented as

us(Y3) = UpAy,e'®13 = UgA e K5 (0 < Yy <2h).
(83)

In Egs. (82) and (83), the subscript W is used for “Water-
man.” We find that

Up=uge ™, Ry=Re* T, =T, (84)

Ay, =A,e KR4 = A el KHh (85)

where R, T, A,, and A_ are given, respectively, by (74), (75),
(78), and (79). In their paper,7 Waterman and Truell consider
scatterers distributed in a half-space, as shown in their Fig. 3
(Ref. 7, p. 522). Their situation corresponds to that of our
Fig. 1 as the upper boundary of the layer is seen by the
incident wave as receding toward infinity.

Thus, the system of waves propagating in the fluid of
Fig. 1, in the limit when scatterers are distributed in the
half-space Y3>0, is obtained for each frequency by taking
the limit of (84) and (85) as Kh tends to infinity.

We recall here that the effective wave number K is com-
plex valued and is given by (59) or (70). We assume that K>
lies in the first or second quadrant of the complex plane, and
we call K the root that lies in the first quadrant. It follows
that the attenuation, which is represented by the imaginary
part of K, is positive.

With the assumption Im(K) >0, we take the limit of the
amplitudes Ry, Ty, Ay,, and Ay_ in (84) and (85) as Kh
tends to infinity. Substituting the results into (82) and (83),
we find that the system of waves in the half-space problem is
defined by

uy= U™, ui=Uy0e ™3 (Y;<0), (86)

uy=Uy(1 +Q)e'kV3  (v5>0). (87)

In the limit, both Ty, and Ay,._ vanish. Thus, there is no trans-
mission across the scatterer region (which extends to infin-
ity) and there is no wave propagating in the backward direc-
tion through the scatterer region. There is a reflected wave in
the fluid, which is given by (86), and there is a wave propa-
gating in the forward direction through the scatterer region,
which is given by (87).
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In the paper mentioned above,” it is shown that the
forward-propagating wave is characterized by the effective
wave number K, as in (87), but the amplitude factor (1+Q)
is not determined. The amplitude factor —Q of the reflected
wave in (86) is not determined either.

Equation (86) shows that the factor Q, which is defined
in (76), can be interpreted within a minus sign as the ampli-
tude factor for the wave reflected by a half-space region of
scatterers.

X. ISOTROPIC SCATTERERS

There is one particular case, which is that of isotropic
scattering,20 where Q reduces to a function of K and k. In this
case, the only nonzero scattering coefficients are, respec-
tively, Cy in 2D and S, in 3D. Thus, the scattering shape
functions f of (67) and (68) are independent of 6, and it
follows from (22) and (23) that

A =0PB=0, o=~ D,

md O =- T SE@. (88)

Using (88) and the method of the preceding sections, we
have determined the coherent displacement outside and in-
side the screen. We find that (2) and (77) hold as before. In
these equations, the coefficients R, T, A,, and A_ are still
given, respectively, by (74), (75), (78), and (79), provided
that K and Q are redefined. The appropriate expression for
the effective wave numbers is

K? = k* = 2ikngo, (89)
where 0'(22)=2C0/ k and 0'(23)=27TS0/ k*. The appropriate ex-
pression for the factor Q is

K-k
K+k

0= (90)
Observe that the superscript ¢ has been omitted on o5, Q,
and K in (89) and (90). This result shows that Q depends
only on the wave number k in the fluid and on the effective
wave number K inside the screen.

Xl. SUMMARY

Using the Foldy-Twersky approach for multiple scatter-
ing, we have determined the coherent wave motion in a non-
viscous fluid containing either cylindrical or spheroidal scat-
terers. The scatterers are distributed in a screen of finite
thickness, so that two “boundaries” exist in the medium.

Displacement potentials are used throughout to describe
the various wave fields in the fluid. For example, we call E,
the scalar coefficients that represent the average exciting po-
tential on a fixed scatterer, and we show that the coherent
displacement in the fluid is entirely determined by these
coefficients—Eqs. (14) and (15). Likewise, we call M, the
scalar coefficients that represent the average exciting poten-
tial on a fixed scatterer, knowing that another scatterer is also
held fixed. We find that E,, and M, are related through the
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incident wave field by Eq. (41), which is an exact equation.
In addition, we infer from the translational invariance of the
problem that the E, for all values of the index n are deter-
mined by E, and E; and likewise all the M, are determined
by M, and M,—Egs. (46) and (47).

To determine E, and E;, we use the closure assumption
(50), which says that global scattering in the layer, when one
scatterer is held fixed, is equal to a part of global scattering
in the layer when no scatterer is held fixed. That part is a
solution of the Helmholtz equation in the fluid. In this ap-
proach, we do not use translational addition theorems for
cylindrical or spherical wavefunctions,”* which cloud the
physical meaning of the issue.

This closure assumption allows us to obtain in Egs. (74),
(75), (78), and (79), respectively, amplitude factors for the
reflected, transmitted, forward-scattered, and backscattered
waves in the medium. These amplitudes are written in terms
of four parameters: k, the wave number in the fluid; 24, the
screen thickness; K, the effective wave number; and —Q, the
reflection coefficient for the associated semi-infinite screen.
In our derivation, we do not assume a priori the existence of
the wave number K.

This paper shows that the “boundaries” of the layer can
be treated as real acoustical boundaries from the point of
view of the coherent motion, provided that the fluid-scatterer
mixture in the layer is replaced with an equivalent dissipative
effective medium. The effective medium is defined in gen-
eral by the two independent parameters K and Q.

We see that K and Q, which are given by Egs. (70) and
(76), respectively, depend on k and n,. The parameter n is
the number of cylinders per unit area or the number of sphe-
roids per unit volume.

Apart from their dependence on k and n,, K and Q are
both completely determined when the backscattered and
forward-scattered amplitudes of a single scatterer are known.
If these two amplitudes, which are denoted f(7) and f(0),
respectively, in the text, can be determined either analyti-
cally, numerically, or experimentally, then the screen prob-
lem is solved.

In an analytical approach, the scattering coefficients C,
and S, of Egs. (3) and (4) are determined by writing appro-
priate continuity conditions at the boundary between the ex-
ternal fluid and the scatterer. Additional continuity conditions
are required in the case of shell-like or layered scatterers.
Our analysis applies to a wide variety of scatterer shapes.
Scatterers may have noncircular cross sections in 2D and
may be nonspherical in 3D.
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Strong self-sustained acoustic oscillations may occur in a gas pipe network under certain gas flow
velocities within the network. The pipe network under consideration consists of a main pipe, with
a variable mean airflow, with two closed coaxial side branches of variable but equal length joined
to the main pipe. Coupling between resonant acoustic standing waves and instabilities of the shear
layers separating the flow in the main pipe from the stagnant gas in the closed side branches leads
to strong acoustic oscillations at a frequency corresponding to the half-wavelength acoustic mode
defined by the total side-branch length. An acoustic damper consisting of a variable
acoustic resistance and compliance is used to dissipate power from the resonating mode.
The response of the aeroacoustically driven resonator to variable damping will be examined
for different fluid flow regimes as well as side-branch geometries. © 2005 Acoustical Society of
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PACS number(s): 43.20.Ks, 43.25.Vt, 43.28 Ra [RR]

I. INTRODUCTION

Sound excitation in closed side branches due to vortex
shedding by a mean flow of gas over the mouth of the branch
has been extensively studied.'” In an industrial setting, these
flow-induced pulsations in gas networks are undesirable.*’
Methods of predicting8 and/or eliminating4 these flow-
induced resonances have been an ongoing research goal for
the aeroacoustic community. High-amplitude pressure waves
in gas networks can lead to fatigue in pipes, valves,” or
welds, spurious mean flow measurements, or equipment
shutdown due to excessive vibration. However, not all flow-
induced pulsations are considered a nuisance; examples in-
clude whistling,10 musical instruments like the ﬂute,ll or the
common whistling teakettle.'?

Accurate modeling of the aeroacoustic response of a gas
network to mean flow depends on good estimates of the
acoustic field generated by the shed vortices. The shed vor-
tices drive the acoustic resonance in the side branches; and
the resonance triggers the shedding of the next vortex.
Theoretical*™* and experimentalzo_27 work has been carried
out to quantify acoustic-vortex coupling at low amplitude.
However, the high-amplitude behavior of the coupling is
poorly understood. The authors have measured high-
amplitude pressure oscillations of 20% of the mean pressure
at 10 bar and consequently the acoustic power in the reso-
nance is difficult to predict at these amplitudes from linear
theory. In this investigation we describe experimental tests
used to quantify the vortex-acoustic source power at high

“Portions of this work have been presented in W. V. Slaton and J. C. H.
Zeegers, “Systematic loading of an aeroacoustic whistle,” J. Acoust. Soc.
Am. 113, p. 2283 (2003).
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acoustic amplitude. Of interest is the response of the aeroa-
coustic source to controlled damping at a fixed flow rate and
fixed frequency. By dissipating the acoustic power through
known loss mechanisms, an estimate of the total power
available from the aeroacoustic source can be found. The
controlled damping of the resonance is achieved by a vari-
able flow resistance in series with a compliant volume. The
benefit of this technique is that it allows for a modification of
the energy balance of the system during an experimental run.
A side benefit is the discovery that the flow-induced reso-
nance may be eliminated entirely with this type of damper.

The experimental setup used in this investigation is de-
scribed in detail in Sec. II. Basic concepts of aeroacoustics in
closed side branches as well as acoustic power loss mecha-
nisms are discussed in Sec. III. The results of the investiga-
tion are found in Sec. IV with an analysis in Sec. V. Conclu-
sions may be found in Sec. VI.

Il. EXPERIMENTAL APPARATUS

In this section we detail several experimental setups that
have been used to investigate the aeroacoustics of internal
flows. A high-pressure flow setup at the Technical University
at Eindhoven (TU/e) was utilized to study the aeroacoustic
phenomena. The aeroacoustic behavior of closed coaxial cy-
lindrical side branches of various geometries is investigated
with this setup in several different experimental configura-
tions. The high-pressure flow setup is first described includ-
ing details of the aeroacoustic whistle and side branches;
then an acoustic damper is described that was used to dissi-
pate power from the acoustic field.

The high-pressure and high-flow velocity air system at
the TU/e can maintain 10 bar absolute pressure and flow
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FIG. 1. Experimental flow setup used for these tests. The high-pressure
supply can provide ~50 bar of air. The flow velocity of the air through the
setup is controlled by the valve near the exhaust to room pressure at the
bottom of the figure. The side-branch length may be adjusted with sliding
pistons.

rates up to 50 m/s. At a typical operating setting (10 bar and
30 m/s flow) the system uses over 750 standard cubic meters
of air per hour. The system, illustrated in Fig. 1, consists of a
main pipe with flow and two closed coaxial side branches.
The main pipe has an inner diameter of 30 mm and the side
branches have an inner diameter of 25 mm. As indicated in
the figure, the system is instrumented with a flow meter,
several mean pressure sensors, a thermometer, as well as
interchangeable flow control valves with varying flow resis-
tances. The temperature and pressure of the flowing gas is
measured and used to calculate the values of gas transport
and thermodynamic properties. The muffler acts to dampen
escaping acoustic waves generated by the junction as well as
to isolate the junction from sound generated by flow through
the exit control valve. The side-branch junction is the site of
aeroacoustic sound generation. The closed side branches act
as a resonating chamber driven by vortex shedding. The
length of the side branches may be varied independently by
moving the indicated pistons. For all work that is presented
in this paper, the side-branch lengths will be equal.

Varying the side-branch length changes the resonant fre-
quency of the cavity. Figure 2 illustrates one instant in time
for the half-wavelength standing wave resonant mode for the
acoustic pressure amplitude by |p| and acoustic velocity by
|u| in the coaxial side branches. There is an acoustic pressure
node in the middle of the side-branch junction and antinodes
at the side-branch ends; conversely, there is an acoustic ve-
locity antinode in the center of the side-branch junction. The
periodic acoustic velocity at the side-branch openings act to
shed vortices from the main flow at regular intervals. The
coupling of resonant acoustic modes in the side branches and
instabilities of the shear layer results in self-sustained acous-
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FIG. 2. Schematic detail of the side-branch system. The mean flow of air,
U,, passes past the open mouths of the co-axial side-branches of branch
length L,. The acoustic pressure, |p|, (solid line) and velocity, |u|, (dashed
line) for the half-wavelength acoustic mode within the side branches is
illustrated during one instant of the acoustic cycle. The structure in the right
side-branch illustrates the acoustic damper.

tic oscillations. A model 116A PCB pressure transducer is
installed in the piston of one of the side branches, as illus-
trated by Mic. 1 in the figure.

Figure 2 also illustrates the acoustic damper at the end
of one of the side branches. This type of damper has been
used in the thermoacoustic literature to measure acoustic
power.zg%o The device is simply a resistance and compliance
network instrumented with model 105C02 PCB micro-
phones, illustrated by Mic. 2 and Mic. 3 in the figure. The
resistance is provided by a pin with slits through which gas
can oscillate. This resistance can be varied by changing the
depth to which the pin penetrates into the neck of the load.
Also, pins with varying numbers of slits and slit widths have
been constructed to offer a wide range of resistances. The
compliant volume behind the neck can also be varied, how-
ever, in these investigations the volume is kept at 7.73 cm?.
The length of the neck is 30 mm and the slit length is
25 mm, enabling the valve to be effectively closed when the
pin is fully inserted into the neck. In the fully inserted posi-
tion the pin does not make a perfect seal against the valve.
The tiny gap does allow for gas flow and hence dissipation
but this is a small effect, as will be seen later. Also, both ends
of the valve neck have rounded edges.

The geometry of the side branches affect the aeroacous-
tic sound source’s performance. Figure 3 illustrates the four
geometries investigated all with a side-branch inner diameter
of D;,=25 mm: the cross junction with coaxial side branches,
a forked junction with side branches making an angle of 20°,
and two trident-shaped side branches with a large (r./D,
=1.7) and a small (r.;/D,=0.7) centerline radii of curvature.
The mouths of the side branches are rounded (r;/D,,=0.2) for
the cross junction and both trident junctions. The forked
junction did not give any aeroacoustically excited resonances
under any flow conditions, thus, it will not appear in the data
that follows. The remaining junctions are examined with the
side-branch arms aligned along and against the direction of
the gas flow in the main pipe.

lll. THEORY

The Strouhal number is a dimensionless number that is
important for characterizing aeroacoustic phenomena. The
Strouhal number can be thought of as a dimensionless ratio
of the time for the main pipe flow to pass the side branch to
the period of the acoustic disturbance. Thus,
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branches joining the main flow pipe with a mouth rounding of r;/D,=0.2. B.
The forked junction consists of variable length side-branches mounted to the
main pipe at an angle of 20°. C. The large radius trident consists of variable
length side-branches bent to a center-line radius of curvature equal to
!/ Dp=1.7 with a mouth rounding of r;/D;,=0.2. D. The small radius trident
consists of variable length side-branches bent to a radius of curvature equal
to 1./ D,=0.7 with a mouth rounding of r;/D;,=0.2.
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where f is the frequency of the periodic phenomena (the
shedding of vortices or equivalently the frequency of the
acoustic wave), W is the effective diameter of the side-
branch opening to the main pipe, and U, is the mean flow
velocity of gas in the main pipe grazing over the side-
branch opening. This dimensionless number will be used
to characterize the performance of the aeroacoustic sound.
The effective diameter of the circular side-branch pipe
with rounded edges joining the main pipe is defined as

T

Wer = ZD}; +1 (2)
with D, as the diameter of the side branch and r; is the radius
of curvature of the upstream edge of the mouth of the
junction2 that has been defined earlier.

For standing wave phasing the acoustic pressure is out
of phase with the acoustic velocity. The acoustic pressure
excited by aeroacoustic phenomena is measured by Mic. 1 at
an antinode of the excited mode, P,.. The acoustic velocity at
the junction is inferred from u,.=P,./pc, where p is the gas
density and c is the speed of sound calculated from the tem-
perature and pressure measured at the junction. The dimen-
sionless ratio of acoustic velocity to main flow velocity,
u,./ Uy, at the junction is a useful and common method of
displaying aeroacoustic sound amplitude. Bruggeman et
al.'?! distinguish these regimes:

* u,./Uy<1073: small acoustic amplitude, the growth of dis-
turbances in the shear layer can be described by theory that
is linear in the acoustic amplitude.

¢ 103<u,/Uy<10"': moderate amplitude, the linear
theory is valid for the initial shear layer disturbances. Non-
linear effects begin that limit the growth of shear layer
perturbations.
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* u,./Uy=0(1): high-amplitude, vortex generation and
power of sound source strongly influenced by the ampli-
tude of the acoustic field.

The acoustic power generated by shed vortices at the
mouth of the side branches accumulates in the half-
wavelength mode of the resonator. The conservation of en-
ergy dictates that all the flow-induced source power must be
dissipated by loss mechanisms. The loss mechanisms tradi-
tionally considered in the literature have been due to viscous/
thermal attenuation in the side branches and nonlinear wave
steepening. In this investigation we include the power dissi-
pated in the acoustic load. These loss mechanisms are ex-
plained in the following paragraphs.

Acoustic waves propagating in a pipe are attenuated by
viscous/thermal effects between the gas and the stationary
isothermal pipe wall. This attenuation is well known and in
the boundary layer limit, the area-averaged power dissipated
by a resonating standing wave in a pipe of constant cross-
sectional area is given by

RNV ( 2Rw) ]
PU—th_4(PO) fy27T2R|:6k(’y_ 1) 1+ o +5V .
3)

In Eq. (3) the following terms are identified: 7 is the ratio of
specific heats, w is the angular acoustic frequency, p is the
density, c is the speed of sound, R is the radius of the reso-
nator, and P, /P is the ratio of the acoustic standing wave
amplitude to the ambient pressure. The viscous penetra-
tion depth is defined as, ,=V2u/wp, with w as the gas
viscosity, and the thermal penetration depth is defined as
0,=\2k/ wpc,=5,/ V’Wp, where « is the gas thermal con-
ductivity, c, is the gas isobaric heat capacity, N, is the
Prandtl number, and the other symbols are the same as
defined before.

Constant frequency large-amplitude traveling waves will
develop a higher harmonic content with increased propaga-
tion distance.” This phenomenon is sometimes called “non-
linear wave steepening” in the literature, and this description
follows the work of Peters, Dequand, and Hoffmans. It
should be noted that even harmonics generated in this man-
ner will be radiated away because the main pipe acts as a
pressure release surface—this effect constitutes a loss
mechanism for the half-wavelength mode. The ratio, o
=x/x,, where x is the distance traveled by the wave and x; is
the shockwave formation distance plays an important role in
higher harmonic generation. It is given by Pierce as

,BkOPervx
o=—""75—, 4)
pc

where B is given by (y+1)/2 for an ideal gas, Py is the
initial amplitude of the traveling wave, k, is the wave
number given by w/c, and the other symbols are as de-
fined before. Pierce derives simplified expressions for the
amplitude of the fundamental, P{™=P%(1-0?/8), and
the second harmonic, Py"'=P;'a/2, for small o (for all
data presented later, o <0.45). Knowing the acoustic pres-
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sure of the first radiating mode allows for a calculation of
the radiated acoustic power,
ainP>
Pradz main 2’ (5)
pc
since the oscillating pressure of the even mode generates an
in-phase acoustic velocity, uie"'=P"/pc, and this power is
radiated along both directions of the main pipe of cross-
sectional area, A, Thus, the area-averaged radiation
loss is given by

_ Pcaﬂl(’)’*‘ l)zAmain(ﬁ>4
d 2569 Py

(6)

where we have used the fact that the standing wave in the
side branches is composed of two superimposed traveling
waves of amplitude, Pi-'=P,./2, and that we can express
the mean pressure with the following for an ideal gas:
Py=pc?/y. The traveling wave propagates down the length
of one side branch and back to the junction, allowing us to
write kyx=r.

Lastly, the acoustic load may be characterized in the
following way. The measurement of the magnitude and
phase of the acoustic pressure at the mouth of the load and in
the cavity allows a calculation of the power dissipated in the
load. This is accomplished by noting the acoustic impedance
of a (:aVity,34 Zy=—il/wCy, where Z,=P,./U,, and C,
=Vy/yPy, with U, denoting the volume velocity into the
cavity. The cavity volume, V), and the mean pressure, P, are
specified, and so the measurement of acoustic pressure in the
cavity yields the volume velocity into the cavity, which must
have flowed through the neck resistance. The acoustic power
dissipated in the resistance is now calculated as

1 (l)VO

1 ~ .
Pload =7 Re[Pac,ZUvol,3] =7 PaC,ZPaC,3 S]n[ 02 - 03]a
2 2 yP,

()

where the overtilde denotes complex conjugation and where
P,., and 6, are the magnitude and phase of the acoustic
pressure outside the valve measured by Mic. 2 and P, 3
and 6; are the magnitude and phase of the acoustic pres-
sure inside the cavity measured by Mic. 3. Thermal dissi-
pation within the cavity has been ignored in this deriva-
tion.

The sum of these loss mechanisms should give an esti-
mate of the acoustic power generated by the aeroacoustic
source at the junction for given flow conditions,

Psource = Pv—th + Prad + Pload' (8)

By varying the damping occurring in the load, it is possible
to change the amplitude of the resonance. In this way the
performance of the aeroacoustic sound source at different
amplitudes may be observed. Numeric computations of the
vortex-acoustic interaction in the junction have been carried
out by Kriesels.” These computations allow for the calcula-
tion of the acoustic source power that drives the resonance
phenomena. For low to moderate amplitude (u,./U,<0.2),
the acoustic source power is thought to be linear in the
acoustic amplitude. The source power for the cross junc-
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FIG. 4. (a) Numerically calculated dimensionless vortex-acoustic source
power versus the Strouhal number for various edge roundings of the mouth
of the side-branch/main pipe junction from Ref. 5. Circles denote sharp
edges, r;/D,=0, squares denote rounded edges of r;/D;,=0.2, triangles de-
note rounded edges of r;/D,=0.4. (b) Numerically calculated dimensionless
vortex-acoustic source power versus relative acoustic velocity amplitude for
various Strouhal numbers from Ref. 5 for the cross-junction with sharp
edges. Circles denote St=0.1 and Squares denote St=0.4.

tion for this amplitude regime is reproduced in Fig. 4(a)
from Ref. 5. This figure displays the dimensionless source
power for different roundings of the edge of the side-
branch mouth as a function of the Strouhal number. Note
that the vortex-acoustic source power is made dimension-
less by pU(z)uacAb, where A, is the cross-sectional area of
the side branch. This is done to eliminate the linear am-
plitude dependence of the source power. As suggested ear-
lier, the functional dependence of the source power on
amplitude changes with increasing amplitude. This depen-
dence is presented in Fig. 4(b) for sharp edges (r;/D,
=0), which is also taken from Ref 5. Note that the vortex-
acoustic source power is made dimensionless by pUSAb,
with A, defined as before. This is done to illuminate the
functional dependence of the source power on amplitude
at fixed Strouhal number. We will use these numerical
simulations to compare with the experimental results ob-
tained with the setup described in Sec. II.

IV. EXPERIMENTAL RESULTS

The aeroacoustically excited resonance in the experi-
mental setup described in Sec. II may now be studied. The
pressure amplitude of the resonance for different half-
wavelength frequencies and mean flow velocities is mea-
sured at a pressure antinode. From this the dimensionless
ratio of acoustic velocity to mean flow velocity at the junc-
tion is calculated. The measured acoustic pressure amplitude
is also used to calculate the various loss mechanisms de-
scribed earlier. By summing these loss mechanisms, Eq. (8),
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FIG. 5. (a) Relative acoustic velocity amplitude at the junction versus the
Strouhal number at 10 bar absolute pressure for the cross-junction at various
half-wavelength frequencies. Squares denote 200 Hz, diamonds denote
300 Hz, circles denote 400 Hz and X’s denote 540 Hz. (b) Dimensionless
vortex-acoustic source power versus Strouhal number at 10 bar absolute
pressure for the cross-junction at various half-wavelength frequencies.
Squares denote 200 Hz, diamonds denote 300 Hz, circles denote 400 Hz,
X’s denote 540 Hz and the dashed line reproduces the data for the r;/D,,
=0.2 mouth edge rounding from Ref. 5.

an estimate of the vortex-acoustic source power may be cal-
culated at a given acoustic amplitude, frequency, Strouhal
number, or junction geometry. The use of the acoustic load in
an aeroacoustic-excited resonator allows for variable damp-
ing of the acoustic wave. Experimental results for the perfor-
mance of the aeroacoustic sound source with and without
load damping for different mean pressures, flow velocities,
and frequencies (side-branch lengths) follow in this section.
All lines through the data should be considered as guides for
the eye and unless otherwise stated the absolute air pressure
is 10 bar.

A. No acoustic load damping

The aeroacoustic response of the cross junction without
load damping at different half-wavelength acoustic mode fre-
quencies appears in Figs. 5(a) and 5(b). Figure 5(a) displays
the dimensionless acoustic amplitude, u,./U,, versus the
Strouhal number. The cross junction side branches resonate
over a range of Strouhal numbers between 0.5 and 0.15. Of
note in Fig. 5(a) is that the peak of the response falls near
St=0.27 for all frequencies examined. The measured relative
acoustic velocity amplitude is extremely large for this con-
figuration, ranging from O to 2. The dimensionless vortex-
acoustic source power, Py e/ pU%uacA »» for the data in Fig.
5(a) is presented in Fig. 5(b) as calculated by Eq. (8) with
P)yaq small but not zero. Due to the imperfect seal made by
the pin in the valve there is a small amount of dissipation in
the valve, even when it is considered closed. This is why the
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FIG. 6. (a) Relative acoustic velocity amplitude at the junction versus the
Strouhal number at 10 bar absolute pressure for the large radius trident at
various half-wavelength frequencies. Filled symbols denote data taken with
the trident arms orientated with the mean flow velocity, empty symbols
denote data taken with the arms against the mean flow. Squares denote
200 Hz, *’s denote 260 Hz with arms orientated with the mean flow, dia-
monds denote 300 Hz, triangles denote 350 Hz, circles denote 400 Hz, X’s
denote 540 Hz with arms orientated with the mean flow and +’s denote
540 Hz with arms orientated against the mean flow. (b) Dimensionless
vortex-acoustic source power versus Strouhal number at 10 bar absolute
pressure for the large radius trident at various half-wavelength frequencies.
Filled symbols denote data taken with the trident arms orientated with the
mean flow velocity, empty symbols denote data taken with the arms against
the mean flow. Squares denote 200 Hz, *’s denote 260 Hz with arms orien-
tated with the mean flow, diamonds denote 300 Hz, triangles denote 350 Hz,
circles denote 400 Hz, X’s denote 540 Hz with arms orientated with the
mean flow, +’s denote 540 Hz with arms orientated against the mean flow
and the dashed line reproduces the data for the r;/D,=0.2 mouth edge
rounding from Ref. 5.

power dissipated in the load is not exactly zero when the
valve is closed; however, this constitutes only 0.2% of the
total loss at the highest amplitudes. Near the peak of the
dimensionless aeroacoustic power, St=0.27, the estimated
source power shows a variation of a factor of 3 from low to
high frequency. This is because at high amplitude the radia-
tion loss, Eq. (6), is the dominant effect and depends on the
amplitude to the fourth power. Thus, at St=0.27 the range of
acoustic pressure amplitude from low to high frequency var-
ies by a factor of 1.3; this raised to the fourth power is the
observed factor of 3 in the power plot. The dashed line in
Fig. 5(b) denotes Kriesels’ dimensionless vortex-acoustic
source power for cross-junction side-branch mouth round-
ings of r;/D,=0.2 from Fig. 4(a). The discrepancy between
Kriesels’ numeric results and the data could be due to the
low-amplitude (u,./U,<0.2) used by Kriesels. However, the
same general shape of the data as well as the location of the
maximum agrees with Kriesels’” predictions.

Similar plots for the large-radius trident appear in Figs.
6(a) and 6(b) with closed symbols indicating that the trident
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FIG. 7. (a) Relative acoustic velocity amplitude at the junction versus the
Strouhal number at 10 bar absolute pressure for the small radius trident at
various half-wavelength frequencies. Filled symbols denote data taken with
the trident arms orientated with the mean flow velocity, empty symbols
denote data taken with the arms against the mean flow. Squares denote
200 Hz, diamonds denote 300 Hz, triangles denote 350 Hz, circles denote
400 Hz, X’s denote 540 Hz with arms orientated with the mean flow and
+’s denote 540 Hz with arms orientated against the mean flow. (b) Dimen-
sionless vortex-acoustic source power versus Strouhal number at 10 bar ab-
solute pressure for the small radius trident at various half-wavelength fre-
quencies. Filled symbols denote data taken with the trident arms orientated
with the mean flow velocity, empty symbols denote data taken with the arms
against the mean flow. Squares denote 200 Hz, diamonds denote 300 Hz,
triangles denote 350 Hz, circles denote 400 Hz, X’s denote 540 Hz with
arms orientated with the mean flow, +’s denote 540 Hz with arms orientated
against the mean flow and the dashed line reproduces the data for the
i/ D,=0.2 mouth edge rounding from Ref. 5.

arms are aligned with the direction of the main pipe flow
velocity and open symbols indicating the arms are aligned
against the main flow direction. Note that the range of Strou-
hal numbers corresponding to resonance is similar to the
cross junction with a peak near St=0.25 for most. An ex-
tremely high relative acoustic velocity amplitude could be
excited in the large-radius trident configuration. The approxi-
mate factor of 2 spread in amplitude near St=0.25 results in
approximately a factor of 8 spread in the calculated power,
Fig. 6(b). The dashed line in Fig. 6(b) denotes Kriesels di-
mensionless vortex-acoustic source power for cross-junction
side-branch mouth roundings of r;/D,=0.2 from Fig. 4(a).
The numerical source power for the cross junction is in-
cluded with the data for the large-radius trident for compari-
son purposes only.

Data for the small-radius trident is displayed in Figs.
7(a) and 7(b). Again, the range of Strouhal numbers corre-
sponding to resonance is similar to the cross junction and the
large-radius trident. The relative acoustic velocity amplitude
for the small-radius trident is noticeably smaller than the
cross junction or the large-radius trident, Fig. 7(a), with
closed symbols indicating that the trident arms are aligned
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with the direction of the main pipe flow velocity and open
symbols indicating the arms are aligned against the main
flow direction. The orientation of the side branches with or
against the mean flow velocity does not seem to be a large
effect for the small-radius trident. The peak in the dimen-
sionless velocity amplitude still occurs for a Strouhal number
near 0.27. The computed source power for the amplitude
data in Fig. 7(a) appears in Fig. 7(b). A decreased relative
acoustic velocity amplitude implies decreased source power.
The dashed line of Kriesels for the cross junction from Fig.
4(a) is included for comparison purposes only.

The data presented in Figs. 5-7 show that bent side
branches will resonate over the same range of Strouhal num-
bers as straight-coaxial side branches. The plots not only
illustrate the effect of the radius of curvature of the bent side
branch but also the effect of the orientation of the bent
branches: either along or against the direction of the main
flow velocity. The small trident’s performance seems to be
independent of the side-branch alignment. However, the
large trident suffers a decrease in performance when the
branches are aligned against the flow direction. Curiously,
the small trident resonates at a lower amplitude than the
larger trident or cross-junction side branches. This decrease
in acoustic amplitude could be due to acoustic-driven vortex
shedding at the site of the bend in the side branch. This loss
mechanism is not included in the analysis presented in Sec. I.
The comparison of all power data to the numerical results of
Kriesels indicates a discrepancy, probably due to the fact that
the recorded acoustic amplitude is a factor of 10 larger than
that assumed by Kriesels for his low-amplitude calculation in
a cross-junction geometry.

B. Acoustic load damping

The acoustic load may be used in two ways. First, the
load may be set to have a constant resistance by fixing the
position of the slotted pin in the neck of the valve. By vary-
ing the flow velocity over the mouths of the side branches,
the aeroacoustic response at fixed damping may be investi-
gated. Conversely, the flow velocity may be set to a fixed
value (i.e. fixed Strouhal number) and the damping within
the load may be varied. This second method of using the
acoustic load is helpful to observe how much acoustic power
beyond the traditional loss mechanisms described earlier
may be extracted from the aeroacoustic source before the
sound is extinguished. Results using these methods are de-
scribed below.

1. Variable mean flow rate

The relative acoustic velocity amplitude for the cross
junction at 350 Hz and 2 and 10 bar absolute pressure with
fixed damping as a function of the Strouhal number appears
in Fig. 8(a). A valve setting of “O mm” indicates that the
slotted pin within the neck of the load is removed 0 mm (this
is the valve-closed position), “25 mm” indicates that the pin
is removed to 25 mm from the 30 mm long neck. Interest-
ingly, the data demonstrates higher dimensionless acoustic
velocity amplitude at higher pressure, with a maximum am-
plitude of approximately 1.4 for 10 bar and approximately 1

W. V. Slaton and J. Zeegers: Acoustic power of aeroacoustically driven resonator



1.0 -
5 = ]
S5 ]
S
5 ]
0.5
T e M
0.1 0.2 0.3 0.4 0.5
(a) st

®) ' st

FIG. 8. (a) Relative acoustic velocity amplitude at the junction versus the
Strouhal number for the cross-junction at 350 Hz with acoustic load damp-
ing. Filled symbols denote data at 2 bar and empty symbols denote data at
10 bar absolute pressure. Squares denote a pin extraction distance of 0 mm,
triangles denote a pin extraction distance of 25 mm, and circles denote a pin
extraction distance of 28 mm. (b) Dimensionless vortex-acoustic source
power versus the Strouhal number for the cross-junction at 350 Hz with
acoustic load damping. Filled symbols denote data at 2 bar and empty sym-
bols denote data at 10 bar absolute pressure. Squares denote a pin extraction
distance of 0 mm, triangles denote a pin extraction distance of 25 mm,
circles denote a pin extraction distance of 28 mm, and the dashed line re-
produces the data for the r;/D,=0.2 mouth edge rounding from Ref. 5.

for 2 bar. The mean pressure not only affects the magnitude
of the loss mechanisms but also affects the hydrodynamic
power of the mean flow, and this influences the vortex-
acoustic source strength. The relative acoustic velocity am-
plitude is decreased when the acoustic load is used to dissi-
pate additional power from the resonance. The additional
damping caused by the load does not significantly shift the
peak of the dimensionless amplitude plot at a given pressure
that occurs near St=0.25 at 10 bar and closer to 0.3 at 2 bar.
The total dimensionless vortex-acoustic source power ratio
calculated using Eq. (8) for this data is presented in Fig. 8(b)
along with the numerical analysis of Kriesels from Fig. 4(a).
Of note in Fig. 8(b) is how the vortex-acoustic source power
at 2 bar collapses to one curve for the different acoustic
damping settings, however, the 10 bar data does not. This
could be indicative of an unaccounted loss mechanism or a
different acoustic amplitude dependence, which is assumed
to be linear for a comparison with Kriesels. The discrepancy
between the total vortex-acoustic power available repre-
sented by the data and the dashed line of Kriesels indicates
that the energy balance calculation embodied in Eq. (8) is
lacking for high mean pressures and large relative acoustic
velocity amplitudes.
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FIG. 9. (a) Dimensionless power dissipated in the acoustic load versus the
relative acoustic velocity amplitude at the cross-junction at 350 Hz and
10 bars absolute pressure for various Strouhal numbers. Circles—St=0.4,
triangles—St=0.26, and squares—St=0.18. (b) Dimensionless power dissi-
pated in the acoustic load versus the relative acoustic velocity amplitude at
the cross-junction for various half-wavelength frequencies and Strouhal
numbers. +’s—178 Hz and St=0.26, circles—200 Hz and St=0.28,
squares—300 Hz and  St=0.29, triangles—400 Hz and St=0.28,
diamonds—500 Hz and St=0.29, X’s—525 Hz and St=0.29. (¢) Dimen-
sionless vortex-acoustic source power versus the relative acoustic velocity
amplitude at the cross-junction for various half-wavelength frequencies and
Strouhal numbers. Open circles—350 Hz and St=0.4, closed circles—
300 Hz and St=0.29, open squares—500 Hz and St=0.29, closed squares—
525 Hz and St=0.29, open triangles—200 Hz and St=0.28, closed
triangles—400 Hz and St=0.28, open diamonds—178 Hz and St=0.26,
closed diamonds—350 Hz and St=0.26, *’s—350 Hz and St=0.18, +’s—
Kriesels with St=0.3, X’s—Kriesels with St=0.4.

2. Variable resistance

Figure 9(a) displays the ratio of dimensionless power
dissipated in the load, Pyy,q/ pUSAb, versus the dimensionless
acoustic velocity amplitude at the cross junction for a fre-
quency of 350 Hz and various Strouhal numbers (various
mean flow velocities) for the cross junction. The rightmost
data point of each data series corresponds to the acoustic
load valve being effectively closed. As before, due to the
imperfect seal made by the pin in the valve, there is a small
amount of dissipation in the valve, even when it is consid-
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ered closed. This is why the power dissipated in the load is
not exactly zero when the valve is closed. As this valve is
slowly opened, the load dissipates more and more power, this
dissipation decreases the relative acoustic velocity amplitude
within the resonator. Since the relative acoustic velocity am-
plitude in the side branch drives the power dissipation in the
load as well as the vortex-acoustic source power, we expect
the decreasing amplitude to result in a maximum in the data
series in Fig. 9(a). This maximum corresponds to the maxi-
mum amount of excess power that can be dissipated for the
resonant mode for the given flow conditions. The maximum
at a Strouhal number of 0.4 corresponds to an acoustic pres-
sure amplitude of 3.5% of the ambient pressure and a power
dissipation in the load of 0.4 W. However, the maximum at a
Strouhal number of 0.26 corresponds to an acoustic pressure
amplitude of 154% of the mean pressure, resulting in
21.7 W being dissipated in the load. Finally, the maximum at
a Strouhal number of 0.18 corresponds to an acoustic pres-
sure amplitude of 15.2% of the mean pressure, resulting in
26.0 W being dissipated in the load. The dashed line seg-
ments extending the data series to zero relative acoustic ve-
locity amplitude and zero power dissipation illustrate the
abrupt extinguishing of the aeroacoustic sound source due to
excessive damping. Data could be taken in this region if the
load had a finer control of its resistance. Oftentimes this
abrupt extinction of the resonance occurred when the acous-
tic load valve was almost completely open.

The amount of power that can be dissipated in the load
also depends on how much power has been dissipated else-
where. Figure 9(b) displays the dimensionless power dissi-
pated in the acoustic load, P)y,q/ pUgAb, versus the acoustic
velocity ratio for different half-wavelength resonant frequen-
cies and constant fixed Strouhal numbers between 0.26 and
0.29 for the cross junction. Low frequencies correspond to
long side-branch lengths and large viscous/thermal penetra-
tion depths, which imply more power loss due to damping in
the sidebranch pipe compared to short/high-frequency side
branches. The data generally demonstrates that more power
can be extracted with the damper from the short/high-
frequency side branches than from the long/low-frequency
side branches. The data also displays the same functional
dependence on amplitude as in Fig. 9(a). Also, the dashed
line segments have the same meaning as in the discussion as
before.

The total power loss calculated by Eq. (8) including the
contributions of the load for this data appears in Fig. 9(c). In
this figure the source power is made dimensionless by
pUSA,,. Included in this figure is the numerical calculation of
the vortex-acoustic source power by Kriesels, Fig. 4(b), for
the cross junction with sharp edges. It can be seen that for
low relative acoustic velocity amplitudes and a Strouhal
number of 0.4 the data agrees with the numerics in the mag-
nitude and in the linear dependence on u,./U,. At higher
amplitudes, above u,./U,=0.5, the numerical work overpre-
dicts the available source power but the general functional
dependence of the source power on the amplitude is similar.
This overestimation of the available source power was ob-
served by Kriesels as well.

Figure 10(a) displays the dimensionless power dissi-
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FIG. 10. (a) Dimensionless power dissipated in the acoustic load versus the
relative acoustic velocity amplitude at 350 Hz and a Strouhal number of
0.27 for the different junction geometries. Open triangles—cross junction,
open circles—small trident arms aligned with main pipe flow, closed
circles—small trident arms aligned against the main pipe flow, open
squares—Ilarge trident arms aligned with the main pipe flow, closed
squares—large trident arms aligned against the main pipe flow. (b) Dimen-
sionless vortex-acoustic source power versus the relative acoustic velocity
amplitude at 350 Hz and a Strouhal number of 0.27 for the different junction
geometries. Open triangles—cross junction, open circles—small trident
arms aligned with main pipe flow, closed circles—small trident arms aligned
against the main pipe flow, open squares—Ilarge trident arms aligned with
the main pipe flow, closed squares—large trident arms aligned against the
main pipe flow.

pated in the load at a half-wavelength frequency of 350 Hz
and a Strouhal number of 0.27 for the large and small tri-
dents orientated with and against the mean flow direction as
well as the cross junction for comparison. Surprisingly, more
power may be dissipated in the load when installed in a side
branch of the large-radius trident orientated with the main
flow direction than compared with the other junction geom-
etries. The maximum power dissipated for the large-radius
trident was almost 32 W in the load at an acoustic amplitude
that was 17.5% of the mean pressure. The dependence of the
power extracted from the resonance by the load on the side
branch geometry and orientation indicates an unaccounted
for the loss mechanism that is dissipating power from the
resonance and making that power unavailable for the acous-
tic load. This unaccounted loss mechanism could be due to
acoustic-driven vortex shedding at the site of the 90° bends
in the trident side-branch arms.

Calculating the total power dissipated by all loss mecha-
nisms, Eq. (8), for the data in Fig. 10(a) appears as a function
of acoustic amplitude in Fig. 10(b). Included in this figure is
the low-amplitude numerical calculation of vortex-acoustic
source power by Kriesels from Fig. 4(b) at Strouhal numbers
of 0.3 and 0.4. The data from Fig. 10(a) for the tridents and
cross junction seem to approach the same source power near
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a relative acoustic velocity amplitude of 0.75; these data also
agree with Kriesels predictions for the source power at this
amplitude. However, as the amplitude increases, the data se-
ries diverge. Again, this diverging series of data indicates an
unaccounted-for loss mechanism in the theoretical frame-
work of Sec. IIl. However, while the spread in the calculated
source power is a factor of 2 at a relative acoustic velocity
amplitude of 1.25, it still may be used to estimate acoustic
amplitudes for similar networked gas flow situations in in-
dustrial or laboratory settings.

V. CONCLUSIONS

The available source power from the aeroacoustic exci-
tation of a resonance in a gas network has been estimated at
a high relative acoustic velocity amplitude for three coaxial
side-branch geometries: straight branches, branches with a
large 90° bend and branches with a small 90° bend. The
investigation of the available source power has been ex-
tended by the use of a coupled resistance and compliance
placed at a pressure antinode to dissipate power in a con-
trolled manner. It has been observed that this load can dissi-
pate a large fraction of the power within the resonance and
can even silence the resonance. Silencing unwanted aeroa-
coustic excitations in industrial gas networks by inserting a
valve and compliant volume is a simple solution to a com-
plex and possibly dangerous problem. Also, by measuring
the fraction of the resonance’s power that can be extracted
before the resonance is silenced allows for the optimization
of devices to extract this power from natural gas pipelines for
the generation of electricity downwell or in remote locations
or for other uses.™
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Directional radiation pattern in structural-acoustic coupled

system

Hee-Seon Seo® and Yang-Hann Kim®
Center for Noise and Vibration Control (NOVIC), Department of Mechanical Engineering, Korea Advanced
Institute of Science and Technology (KAIST), Science Town, Daejon, 305-701, Korea

(Received 10 March 2004; revised 24 March 2005; accepted 11 April 2005)

In this paper we demonstrate the possibility of designing a radiator using structural-acoustic
interaction by predicting the pressure distribution and radiation pattern of a structural-acoustic
coupling system that is composed by a wall and two spaces. If a wall separates spaces, then the
wall’s role in transporting the acoustic characteristics of the spaces is important. The spaces can be
categorized as bounded finite space and unbounded infinite space. The wall considered in this study
composes two plates and an opening, and the wall separates one space that is highly reverberant and
the other that is unbounded without any reflection. This rather hypothetical circumstance is selected
to study the general coupling problem between the finite and infinite acoustic domains. We
developed an equation that predicts the energy distribution and energy flow in the two spaces
separated by a wall, and its computational examples are presented. Three typical radiation patterns
that include steered, focused, and omnidirected are presented. A designed radiation pattern is also

presented by using the optimal design algorithm.

© 2005 Acoustical Society of America. [DOI: 10.1121/1.1925850]

PACS number(s): 43.20.Tb, 43.40.Rj [EGW]

I. INTRODUCTION

In order to reduce noise generated by structural-acoustic
interaction, numerous studies (for example, see Refs. 1-28)
have been performed to understand the coupling mechanism
between the structure and the space. Many investigations
have also been conducted (for example, see Refs. 1, 2, and
7-19) under the assumption of weakly coupled or larger
structural impedance in comparison to that of contained
fluid. For example, structural vibration is not affected by
acoustic pressure distribution of the medium, and this is
valid in many practical situations. However, if the structure
is either a membrane or thin plate or if the medium has
significantly high impedance (for example, water), then this
assumption is no longer valid. In this case, structural vibra-
tion is affected by the pressure distribution on the structure
or the other way around, and we call this a “full coupling
problem.” Figure 1(a) shows a coupling problem in which a
wall separates two unbounded spaces and Fig. 1(b) is another
typical example of a coupling problem that has a structure
and two bounded spaces. These kinds of problems are com-
mon and solutions are available,'™* but if the wall separates
bounded and unbounded spaces, as shown in Fig. 1(c), then
the wall’s role in transporting the acoustic characteristics is
not well defined.

Numerous numerical and experimental investigations
have been conducted to understand the physical mechanism
between structural vibration and fluid pressure distribution
over the structure by many researchers [see Refs. 1-37]. Re-
viewing the previous work is divided several categories that
start with the general approach of the structural-acoustic
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coupled problem to sound radiation associated with cou-
pling. Dowell, Gorman, and Smith* presented a general the-
oretical model for interior sound fields in a structural—
acoustic coupling system with absorbing material. To obtain
high computational efficiency, they proposed solutions for
the coupled responses in terms of an in vacuo structural wall
and (rigid wall) acoustic cavity natural modes. Junger’® in-
troduced a general approach to structural-acoustic coupling
problems in his paper5 and book.’

The effect of structural-acoustic interaction on structural
vibration has been studied in previous works.”"!" Maidanik’
studied the response of ribbed panels to reverberant acoustic
fields, showing that the acceleration spectrum of the vibra-
tion field is related to the pressure spectrum. Dowell and
Voss® studied the effect of a rectangular box on plate vibra-
tion. The free and forced vibration of a rectangular panel
backed by a closed rectangular cavity was studied theoreti-
cally by Pretlove.”'” Guy and Pretlove'' also studied the
cavity-backed panel resonance.

Sound transmission in a structural-acoustic coupling
problem has been studied in previous research.'*™"’ Lyon]2
investigated noise reduction in case of a rigid enclosure with
one flexible wall. Guy and Bhattacharya13 studied the influ-
ence of a finite cavity backing a finite panel on the transmis-
sion of sound through the panel. Guy14 also used multimodal
analysis to study the transmission of sound at normal and
oblique incidences through a flexible panel backed by a finite
rectangular cavity. In order to reduce the noise transmitted
through the panel into the cavity, an active noise control
technique was proposed by Pan et al.">'® and Kim et al."’

Possible shapes of the coupling system, other than rect-
angular, have been studied in previous research.®'®! Fuller
and Fahy18 investigated the structural-acoustic coupling in
cylindrical elastic shells filled with fluid. A FEM-based

© 2005 Acoustical Society of America
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FIG. 1. The typical examples of the coupling systems: (a) unbounded spaces
separated by the wall; (b) two bounded spaces separated by the wall; (c)
bounded and unbounded spaces separated by the wall; and (d) bounded and
unbounded spaces separated by two walls with an opening.

model to discover the structural-acoustic coupling mecha-
nism in an irregular-shaped system was studied by
Craggslg’20 and Nefske er al.”'

Researchers have also studied the sound radiation asso-
ciated with structural-acoustic interaction.”>® Smith** in-
vestigated the response to sound and consequent sound ra-
diation for one linear resonant mode of a partial structure.
Feit and Liu® studied the near-field response of a line-driven
fluid-loaded plate using numerical evaluation of the Fourier
integral representations of the solution for frequencies below
and above coincidence. Ko** investigated the modal contri-
bution of a finite elastic plate, submerged in fluid and simply
supported at both ends, to the power spectrum. Pan et al. 228
investigated coupling in high- and low-frequency ranges and
an analytical model for bandlimited responses. Recently, to
explain more general structure-acoustic coupling mecha-
nism, Kim and Kim** performed theoretical and experi-
mental study of a partially opened two-dimensional
membrane—cavity system that has two different modally re-
acting boundary conditions. A typical example of such a gen-
eral coupling problem can be observed in a musical instru-
ment like the guitar, which has vibrating plates and an
echoing cavity with an opening.ﬂf36

The previous studies, however, were not attempted to
design the distribution of external pressure field using a
structural-acoustic interaction. To design an efficient radia-
tor, one has to obtain various insights of the coupling system.
Analytical methods including the modal expansion method
can display the dependence of the model behavior on its
nondimensional parameters and can easily check the limiting
case of the system. However, these methods are not generally
to derive analytic expressions, especially the terms in the
series for the modal expansion method, because of the com-
plexity of the system modeled. A finite element method may
be applied to any physical system, including the structural—
acoustic coupled problem of which the behavior is described
by a set of partial differential equations. However, the num-
ber of degree of freedom is limited, so FEM is more useful
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FIG. 2. The mathematical model of a coupled cavity used in the study. The
cavity is rectangular and its size is L, by L.. The plates have length oL, and
(1-P)L,, respectively. The source is located at the bottom of cavity (z=
—L., x=x,).

for enclosed volumes than for unbounded fluid volume. In
this paper, modal expansion methods are adopted as the basic
analysis tool because the method shows us how the coupling
phenomenon is affected by each subsystem’s natural mode
characteristics. The previous works have seen the system to
find a good noise control means. Therefore, implicitly they
are interested in getting a weak coupling. In this paper we
aim to show the possibility of designing an efficient radiator
using a structural-acoustic interaction by predicting the pres-
sure distribution and radiation pattern of a structural—
acoustic coupling system depicted in Fig. 1(d) and a design
example of an efficient radiator that has high emission power
and low side level has been presented by using the optimal
design algorithm.

In order to understand the general coupling mechanism,
we chose a finite space and a semi-infinite space separated by
a flexible structure, as shown in Fig 1(d). Figure 1(d) shows
an acoustic cavity covered by two finite-sized structures. The
acoustic field is divided by the structure into two parts: One
is a finite and highly reverberant space, and the other is a
semi-infinite field without any reflection. In order to intro-
duce more general coupling phenomena, we added an open-
ing. The structure represents a “volume interaction” element,
and the opening can be considered as a “pressure interaction”
element. For its simplicity, without losing generality, we
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FIG. 3. The role of coupling coefficients between the subsystems.

H. Seo and Y. Kim: Directional radiation pattern in coupled system 93



150009 10000
8000
S 10000 = 600
< )
= = 4000
2 5000 © 2000
0
01 ! it 1 1 - L L
0 10 20 30 40 50 2000, 10 20 30 40 50
Mode number Mode number
0 0 Setety
< 5000 & 5000
g e
£ -10000 £ -10000
o o
© ©
£ -15000] £ -1500
B x : -20000 . L
20000 10 20 30 40 50 0 10 20 30 40 50
Mode number Mode number
(@ (b)
3
0.5X10 100
_ % 50 E
§ 0.5 9::0
= 5 0 ]
o o
2 a5 = |
2+
2 = . . -100 .
2.5 5 10 15 20 0 4 6 8
Mode number Mode number
10°
0.5% 300
T ® ~ 600
[§)
%‘0'5 > 400
o -1 8
'5, 15 > 200
1. 9
£ E —
E 2 = ——
¥ 200 .
=% 5 10 15 20 2005 2 6 8
Mode number Mode number
© G))

FIG. 4. Modal coefficient of subsystems at the fifth acoustic-dominated mode (2530 Hz): (a) forward pressure in the cavity; (b) backward pressure in the

cavity; (c) plate; (d) opening.

used a rather simplified model (Fig. 2) instead of the one
depicted in Fig. 1(d).

Il. THEORETICAL APPROACH
A. Description of system

As shown in Fig. 2, we considered a partially open cav-
ity that is coupled with a semi-infinite exterior field by hav-
ing two plates and an opening. The size of the cavity is L, by
L., and its walls are assumed to be acoustically rigid, except
for the top wall. The top side of the cavity is covered with
two plates, and their flexural stiffnesses are D and D,, re-
spectively. The length of each plate is aL, and (1-B)L,. We
can vary the size and material property for each plate. To
obtain mathematical simplicity, we assumed that the system
does not change in the y direction. The boundaries of the
plates are clamped on the wall and are free at the opening.
Their thickness is regarded as negligible compared to the
shortest wavelength of interest, but their flexural rigidity is
governed by the thickness of each plate. The system is ex-
cited by a monopole source of strength Q that is located at
the bottom of the cavity (z=-L,, x=x,).
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B. Governing equations and boundary conditions

Assuming harmonic time dependence, the two-
dimensional homogeneous wave equation for the acoustic
field is

ﬁ + i + k2>pin,0ul(xaz) = 0’ (1)
X Z

where p;, and p,, are the pressure inside and outside the
cavity, respectively, and k is the wave number. The equa-
tion for the plate’s displacement with harmonic time de-
pendence is given by

(

ax*

1,2,

- K?>Wi(x) = %{pin(xso) - pout(-x’o)}’ i

(2)

where w represents the plate’s displacement. « and D are the
wave number and flexural rigidity of the plate, defined as

K= (pp @ DY, i=1,2, (3a)
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FIG. 5. The spatially averaged sound pressure level; Solid line: inside the
cavity, dotted line: outside the cavity of the coupled system, and dash dotted
line: inside the cavity of the uncoupled system.

D;=Eh/12(1-v)), i=1,2, (3b)

where p,,=p,h is the mass per unit area, p, is the density, and
h is the thickness of the plate. E is the Young’s modulus and
v is the Poisson’s ratio of the plate.

The boundary conditions at the bottom of the cavity can
be written as

pi

== jkpcQd(x - x,), (4)
dz z:_LZ

where p is the density and c is the sound speed of the fluid.
The boundary condition on the rigid wall is zero pressure
gradients. It is noteworthy that the plate’s velocity has to be
the same as both the inside and outside fluid particle veloci-
ties. The pressure and fluid particle velocity are continuous
at the opening (see Fig. 2). We now have three governing
equations and related boundary conditions.

C. Modal solution

The pressure inside the cavity can be expressed by the
superposition of positive- and negative-going parts of x and z
directional waves. By applying the left and right rigid wall
boundary conditions inside the cavity, the pressure inside the
cavity is represented by

Pin(x.2) = 2 h,(x)(A, e 7 % + B, e*or?), &)
n=0

where i,(x) is a modal function of pressure inside the cavity
in the x direction, and k_, is the z directional wave number of
the nth mode. A, and B, are positive- and negative-going
modal coefficients of the nth mode, respectively. Pressure
outside the cavity can be derived from the Kirchhoff-
Helmholtz integral equation. We assume that an imagi-
nary source is located at z=0 on a rigid baffle. We may
choose the Green’s function, which satisfies the Neumann
boundary condition at z=0 and apply the velocity conti-
nuity condition at the boundary. The pressure outside the
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cavity can be written using the pressure gradient inside the
cavity as

LX .
Pou¥,2) == f Gylx,z §,0Md§- (6)
0 74

The plate’s displacement can be represented as the sum of in
vacuo modes. That is,

Wi(x): E Wild)l(x)s i= 1’25 l:m9h’ (7)
m=0

where ¢,,(x) and ¢,(x) are the modal functions of displace-
ments of plate 1 and 2, respectively. W;,, and W,, are the
unknown coefficients to be determined. The pressure distri-
bution in the opening can also be represented as the sum of
modal functions. That is,

ph(-x) = E Cg(pg(-x)’ (8)
g=0

where ¢,(x) are arbitrary modal functions that are complete
sets for representing any pressure in the opening. The expan-
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sion function in the opening is assumed a Fourier cosine

series. That is, > [k Si(1 = e Rty g, — (1 + e %kanle) gy
n=0
i kch'pn(xj)
/ _J(l - e_ZIkZ"LZ)k analn]Bn E |: (J lllu'ln
0i(x) = 2= dcos T (BL ). g=0,1.2. O) : ot R

+ Mg — jkz,,an,,,)e‘jkz"LZ], i=1,2, I=mh,(11a)

The procedure to get the modal coefficients developed
by Kim and Kim® is about a partially opened two-
dimensional membrane—cavity system that has two different
modally reacting boundary conditions. In this paper, we ex- i )
pand this procedure to a partially opened two-dimensional 2 [+ e ¥Rty + j(1 - e Hhnlo)k,, L b, 1B,
plate—cavity system that has three different modally reacting -
boundary conditions.

Using this procedure, we can obtain the following equa- =- E kpeOy,(x,) eIk
tions for the modal coefficients. The relation between A,, and
B, can be written as

(v,

_.]k anb n)v (11b)
o kL aes

where the four nondimensional coupling coefficients are de-

fined by
—2jk.,L. 4 kpCQlﬂn(xs) e_jk_ L

A, =B,
! ! kZﬂLX

(10)

Min = A d)l(x) lr//n(x)d-x I= mshs (12)
The equation for the modal coefficient B, is given by LA
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FIG. 10. The pressure and active intensity of two acoustic spaces (2530 Hz) [(a) the whole cavity and external space; (b) near the opening]; (c) focused

radiation pattern at the fifth acoustic-dominated mode.

X(d);(?é)%(g) X _?ijf)(klx— §I)), I=m,h,

(13)
1
Vg” = A_ ()Dg(x) lﬂn(x)d)f, (14)
gv Ay
b= — f it|
n= 7 A X
g AAJp A,
><<<Pg<xm<§> X S H U~ él)), (15)
and S is
D« —«})  ER (k) - i)
= i i i=1.2 = h
St pe? 12(1 - P)pe?’ i=1,2, m,h,
(16)

where Hf)z)(kr) is the second kind Hankel function of order
zero that satisfies the Neumann boundary condition at z=0.
A refers to the total radiating domain just like L, in this
paper, and A, is the spatial domain of each plate. u,,, repre-
sents the component of the mth plate mode for the nth cav-
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ity mode for the first plate, and p;, is a similar represen-
tation for the second plate. a,, expresses modal
contributions of the mth modal component to the nth cav-
ity mode when it propagates. The coefficients v,, and b,,
have similar characteristics to u,, and a,,, but they ex-
press the role of the opening and the cavity. Figure 3
captures the role of the coupling coefficients between sub-
systems in detail.

To get modal coefficients B,,, we express Eq. (11a) and
(11b) to a simple form using a matrix notation as

[Yl]MN{B}N = {QI}M’
(17a)
[Y3]undBhy ={0s}u,

[V lomBly ={0x}6- (17b)

Equations (17a) and (17b) can be rewritten as a single matrix
equation as

[Y]MN{B}N={Q}N7 (18)
where
(Y1 Jun {01}u
[YIw=|[Yaloy | and {O}y=1{Q:}¢ (19)
REY {05ty
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the opening.

We can solve this problem by using the same number of
modes and equations. If we want to consider N+ 1 modes in
the cavity, M +1 modes in plate 1, and H+1 modes in plate
2, then we have to use G=N—-M—-H-1 modes in the open-
ing to obtain a matrix of full rank. Therefore, the coefficient
vector {B}y or B, can be solved and A, can be obtained from
Eq. (10). The pressure inside and outside the cavity can be
obtained using Eq. (5) and Eq. (6).

lll. COMPUTATIONAL EXAMPLES AND DISCUSSION

A. Descriptions of examples and convergence
of solution

In order to visualize the coupling mechanism using the
equation derived and observe the possibility of designing
radiator directivity or noise control means using a directional
radiation pattern due to the structural-acoustic interaction,
several numerical simulations were performed. The cavity
size of 0.16 mX0.13 m was selected to excite only the
modes in the frequency band of interest. The aspect ratio of
the cavity was selected to avoid modal overlap in the fre-
quency band of interest for clear results. The position of the
monopole source was set at x,=0.07 m in the bottom. The
material for the plate is steel, and its thickness is 0.67 mm.
To examine the effects of the structural-acoustic coupling
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phenomena, an uncoupled system that is composed by rigid
walls instead of the plate. The opening occupied 20% of the
top wall and was placed at the center.

The normal mode expansion method is known to have
poor convergence about a highly damped system. The flex-
ible structure and the opening in the coupled system act as a
damping with respect to the finite cavity. So, the modal co-
efficients should be determined that acoustic characteristics
of two spaces may converge. The pressure and velocity dis-
tribution of two spaces (inside and outside the cavity) can be
calculated using Egs. (5) and (6). To get an acceptable solu-
tion, the convergence of coefficients A, and B,, are the most
important. Therefore, the convergence criterion is decided on
the convergence trend of coefficients A, and B,. The modal
coefficients of higher-order terms can be truncated when the
coefficients are sufficiently small compared to the dominant
coefficient. Figures 4(a) and 4(b) show real and imaginary
parts of the coefficients A, and B,,. In this paper, we assumed
that modal coefficients smaller than 1/100 compared to the
largest modal coefficient can be truncated. Modal coeffi-
cients higher than the 22nd mode satisfy the criterion. So, we
need at least 22 modes to calculate the pressure inside and
outside the cavity. To properly represent the displacement of
the plate and the pressure in the opening, the convergence of
W,.» and C, also should be considered. Figures 4(c) and 4(d)
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show real and imaginary parts of the coefficients W,, and C,.
W,, is omitted because it is very similar to W,,.

B. Spatially averaged sound pressure

To examine the effects of structural-acoustic coupling
phenomena, an uncoupled system that has rigid walls instead
of flexible structures and an opening between the rigid walls
is selected for the reference model. Figure 5 shows spatially
averaged sound pressure squared levels inside and outside of
the cavity as a function of the normalized wave number
about the uncoupled and coupled system. The inside aver-
aged pressure is averaged over the cavity. The outside aver-
aged pressure is an averaged select region that correspond to
double the cavity’s width and the cavity’s height. As can be
seen in this figure, the frequency region can be separated into
two parts in which kL, is higher and lower than 3. In a lower
frequency region, we can observe a broad peak near kL,
~0.73 that occurs because the air mass around the opening
is balanced by the cavity stiffness, and that is known by the
Helmbholtz mode that occurs naturally in the case of a cavity
with an opening at low frequency. The sharp peaks and
troughs occur near the in vacuo mode of the structure due to
coupling and are known as structure-dominated modes which
can be seen clearly compared to the uncoupled system. The
peak at kL,~0.41 corresponds to the inside and outside of
the cavity, but the peak inside the cavity at kL, ~2.64 corre-
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sponds to the trough outside the cavity, and vice versa. These
are the same results as the experimental output presented in
Ref. 29. In a higher-frequency region, we can observe five or
six peaks corresponding to the cavity modes known as
acoustic-dominated modes. The modes near kL, ~3.14 and 5
have small bandwidths compared to other modes. In
acoustic-dominated modes, a small amount of pressure is
formed near the opening, and a large amount of pressure is
trapped inside the cavity, so the small amount of pressure is
radiated. It is clear that the farfield pressure is small for these
modes, as shown in the figure. Some modes have broad
bandwidths and large pressure outside the cavity. This is be-
cause a large amount of pressure is efficiently radiated to the
semi-infinite field through the opening. We can conclude that
the position of the opening is important when a certain fre-
quency is dominant.

C. Uncoupled system

Figures 6 visualizes pressure contour and active inten-
sity vector of the two acoustic spaces at the fifth acoustic-
dominated mode as functions of the two spatial coordinates
about the uncoupled system. The pressure in the figure is
normalized by square root of the mean square cavity pressure
(\{(pi)?)), and the active intensity is normalized by
((pin)*)/2pc®. The operator {-) indicates a spatial average
over the cavity. Some of the energy is trapped in the cavity

H. Seo and Y. Kim: Directional radiation pattern in coupled system
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FIG. 13. The velocity distribution of two acoustic spaces at the sixth acoustic-dominated mode (2600 Hz) about the coupled system. (a) The real part of the
whole cavity and external space; (b) the real part near the opening; (c) the imaginary part of the whole cavity and external space; (d) the imaginary part near

the opening.

and the other is emitted through the opening, as shown in
Fig. 6(a). Figure 6(b) is a detailed view of the pressure con-
tour and active intensity near the opening [Compare x and z
scaled to Fig. 6(a)]. This figure shows the variation of the
active intensity distribution near the opening. The active in-
tensity is zero at the cutting edge, and the distribution on the
opening can be observed. We also examine the velocity field,
as shown in Figs. 7(a) and 7(b) (real part) and 7(c) and 7(d)
(imaginary part). The contour is real and imaginary velocity
square normalized by the maximum velocity in the cavity.
The imaginary part of the velocity shows interesting results,
Figs. 7(c) and 7(d), which shows standing wave characteris-
tics in the cavity and singular-like features near and outside
the cutting edge, as was pointed out by Bouwkamp37 and
was shown by Williams.”® So we can conclude that the
modal expansion method is a suitable solution method to
analyze the system with a cutting edge.

D. Steered, focused, and omnidirected radiation
pattern

Figure 8(a) visualizes the plate’s displacement, pressure
contour, and active intensity vector of the two acoustic
spaces at the third acoustic-dominated mode as functions of
the two spatial coordinates. Internal energy is emitted
through the opening as well as the plate, and the energy flow
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is developed in an oblique direction. The detailed view of
Fig. 8(a) near the opening is shown in Fig. 8(b). The distri-
bution of the active intensity near the opening is very com-
plicated, but its shape is simple as far as the opening. Figure
8(c) gives an example of a possibility of a steered radiation
pattern due to a structural-acoustic interaction. The null oc-
curs 30° from the center axis, and the main axis occurs on
the right axis. The side lobe level is about 6 dB, meaning that
the noise generated from the cavity can be oriented to a
specific direction using the structural-acoustic interaction for
the purpose of noise control. Figure 9 shows the velocity
distribution of two acoustic spaces at the third acoustic-
dominated mode (1710 Hz) about the coupled system. (a)
The real part of whole cavity and external space; (b) the real
part near the opening; (c) the imaginary part of the whole
cavity and external space; (d) the imaginary part near the
opening. The velocity at the cutting edge is almost zero, but
it has singular-like features near the cutting edge, as shown
in Fig. 9(d).

Figure 10 shows the possibility of a focused beam. As
can be seen in this figure, the energy flow is formed like a
column or focused in accordance with the center axis. This
type of focused beam is very useful in designing an efficient
radiator using a structural-acoustic interaction. The hydrody-
namic short-circuiting phenomena can be easily observed in
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FIG. 14. The pressure and active intensity of two acoustic spaces [(a) the whole cavity and external space; (b) near the opening]; (c) radiation pattern of the

designed system.

this figure. Figure 10(b) is a detailed distribution of the ac-
tive intensity of Fig. 10(a) near the opening. The largest ac-
tive intensity occurs at the cutting edge because the fluid
rushes from one side of the edge to the other to fill in the
vacuum created by the edge motion. Figure 10(c) shows the
beam pattern; the 3 dB beam width is about 40°, the side
lobe level is —27 dB, and the main energy is focused on the
main axis. Figure 11 shows the velocity distribution of two
acoustic spaces at the fifth acoustic-dominated mode (2530
Hz) about the coupled system. The velocity at the cutting
edge is maximum value and it has singular-like features near
the cutting edge, as shown in Fig. 11(d), as shown by
Williams.™

Figure 12 shows the possibility of an omnidirected
beam. As can be seen in this figure, the energy flow is
formed like a monopole source. This type of omnidirected
beam is useful in designing an omnidirectional source at high
frequency using structural-acoustic coupling. Figure 13
shows the velocity distribution of two acoustic spaces at the
sixth acoustic-dominated mode (2600 Hz) about the coupled
system. The velocity at the cutting edge is nearly zero, but it
has singular-like features near the cutting edge, as shown in
Fig. 13(d).

E. Radiator design example
Radiation pattern in a semi-infinite space has a nonlinear

relation to the geometry of the walls and excitation fre-
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quency. In this paper, we aim to maximize the radiation
power (P,,,,) and minimize the side lobe level (SLL) simul-
taneously, and subject to the direction of the main axis
(6pax)- The mathematical formulation of this aim is

minimize F(x) =W, X SLL- W,
X |Ppax|* subject to ) < 60, < 65,

(20)

where 6, and 6, are the lower and upper limits of the main
axis, respectively. W, and W, are a weighting of the each
objective. The design variables are the plate’s thickness, the
normalized plate’s length, and the excitation frequency. The
initial values of the optimal problem are the same values
using in Sec. III D. The initial and designed variables are

{x}" = (normalized plate’s length, plate’s

thickness, excitation frequency),

{x}Hnitiar = (0.68 mm,0.4,2530 Hz),  {x}{eqignea

=[0.695 mm,0.4045,2527.6 Hz]. (21)
Figure 14 shows the designed field distribution and beam
pattern. The maximum power increases 1.73 times and the
sidelobe level decreased 15 dB in comparison to the initial
value. This figure shows that the radiator with high radiation
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power and low sidelobe level can be designed using the
structural-acoustic interaction.

IV. CONCLUSIONS

The study has examined the possibility of designing ra-
diator directivity using structural-acoustic interaction by pre-
dicting the pressure distribution and radiation pattern of a
structural-acoustic coupling system and the behavior of the
general coupling mechanism has been explained. We have
used the finite space and semi-infinite space separated by two
flexible structures and one opening. The structure represents
a “volume interaction” element, and the opening represents
“pressure interaction.” An approximated solution that pre-
dicts energy distribution and energy flow in the two spaces
separated by the structures and an opening has been devel-
oped, and its computational examples are presented. The en-
ergy distribution (pressure) and energy flow (active intensity)
of the two spaces have been visualized to describe the cou-
pling system’s behavior. Three typical radiation patterns
(steered, focused, and omnidirected) have been presented.
The steered beam can be applied for noise control, and the
focused beam can be used for designing an efficient radiator
or directivity pattern. The design example that is a focused
radiator with high radiating power and low sidelobe level has
been presented by using the optimal design algorithm.
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The self- and mutual radiation impedances and the farfield directional response of rectangular
pistons conformal to a rigid elliptic cylindrical baffle are formulated. The pistons are assumed to
vibrate with uniform normal velocity and the solution for the acoustic pressure is expressed in terms
of a modal series representation in Mathieu functions. The Mathieu functions are obtained using
computer programs that have been recently developed to provide accurate values of the functions at
high frequencies. Results for the normalized self- and mutual radiation resistance and reactance and
the directional response of acoustic radiation are presented over a wide frequency range for different
piston sizes and elliptic cylinder cross section shapes. [DOI: 10.1121/1.1925927]

PACS number(s): 43.20.Rz, 43.30.Jx, 43.38. Hz [SFW]

I. INTRODUCTION

The acoustic radiation impedance and directional re-
sponse of sources on baffles has been considered in the lit-
erature for various geometries, including planes, spheres,
cylinders, and prolate spheroids.l*9 In this paper we address
sources on elliptic cylindrical baffles. Cylindrical structures
with an elliptic cross section are commonplace with ex-
amples given by aircraft fuselages, marine vehicles, acoustic
transducers, and mufflers. An important consideration is in
the design of transducers and arrays on such structures. How-
ever, published results appear to be limited to scattering and
radiation from full elliptic cylinders. The authors have found
no references pertaining to acoustic radiation impedance and
directivity patterns of sources on an elliptic cylindrical
baffle. In the present work we consider first the general case
of the acoustic pressure and radiation impedance of sources
on a rigid elliptic cylindrical baffle. The special case of the
self- and mutual acoustic radiation impedance of rectangular
pistons conformal to a rigid elliptic cylindrical baffle is then
formulated. An expression for the farfield directional re-
sponse is derived from the general expression for the acous-
tic pressure. Finally, numerical results for the radiation im-
pedance and directional response of rectangular pistons on
elliptic cylinders are presented for several elliptic cross sec-
tion shapes, including the limiting case of the circular cylin-
der.

Il. MATHEMATICAL FORMULATION

The elliptic cylindrical coordinate system (u,,z) is re-
lated to Cartesian coordinates by

d
x= Ecosh ucos U,

y= Esinh u sin U,
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7=z, (1)

where d is the interfocal distance of the elliptic cross section,
and the ranges of variables are

Osu<om,

0<9=<2m, (2)

In place of u, it is convenient to define the radial coordinate
(or so-called shape parameter) ¢ equal to cosh u, giving 1
< ¢ <o, The coordinate system (&,,z) is illustrated in Fig.
1. The surface of constant £ is a right cylinder oriented along
the z axis with an elliptic cross section defined by a major
axis & and a minor axis (£2—1)"2d. Varying the value of the
cross section shape parameter ¢ produces a wide range of
shapes for the elliptic cylinder ranging from a strip (¢=1) of
width d, to a circular cylinder (§— ).

FIG. 1. Elliptic cylindrical coordinate system.
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Consider a conformal region S; that is assumed to vi-
brate with normal velocity v; on an otherwise rigid elliptic
cylindrical baffle ({=§,), immersed in an unbounded fluid of
density p and sound speed c. Note that (script) i is employed
throughout to designate a region to avoid confusion with
(text) i=\—1. Assuming time harmonic (¢'*’) wave fields, the
acoustic field exterior to ({=§)) is governed by the Helm-
holtz equation

VA + 20 =0, (3)

where V? is the Laplacian in elliptic cylindrical coordinates,
k=w/c,w is the angular frequency, and W(u,,z) denotes
the spatial portion of the acoustic velocity potential. The so-
lution of Eq. (3) is facilitated by the application of the Fou-
rier integral transform,

+00
1I~f(u,1.‘},kz) =f W(u,9,2)e' dz, (4)
yielding
A A _
(9_uz+ W+(cosh2u—cos2 NYV =0, (5)

where y?=(d/2)?(k*~k2), and the overtilde ~ denotes Fou-
rier transform. Using the radial coordinate ¢ in place of u,
one can express the solution of Eq. (5) for outgoing waves in
an eigenfunction expansion of Mathieu functions,

V(& 8,k) = 2 [A,Mc P (y,Hce, (v, 9)

m=0

+ B, M5\ (y,O)se, (7. 9], (6)

where

Me)(v.8) = Mc,) (7.9 =M (7.9),
(7)
M (7,8 = Msi,) (1.8 = iMs (1.8),

denote, respectively, the even and odd Mathieu radial func-
tions of the fourth kind, written in terms of the even and odd
Mathieu radial functions of the first and second kinds,
ce,(y,9) and se,(&,9) denote, respectively, the even and
odd Mathieu angle functions of the first kind, and y=(d/2)
X (k*~k2)'2 for k,<k and y=—i(d/2)(k:=k*) for k<k..

The boundary condition of the continuity of normal par-
ticle velocity at the elliptic cylinder—fluid interface (£=&,) is
given by

l(ﬂ) w92, ons, ®)
hg ¢ §=§0_ 0, elsewhere,

where h§=(d/2)[(§2—cosz1‘))”2/(52—1)”2] denotes the
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scale factor in the & direction. Taking the Fourier integral
transform of Eq. (8) results in

<£> =hv;, )
& / &g,

where

ﬁi=f Vi(ﬂ,z)eikzz dz. (10)
4

The substitution of Egs. (6) and (10) into Eq. (9) yields

(& - cos? 9)12

(d/2) (é‘% _ 1)1/2 V= [AmMchj),(’yr gO)Cem(77 19)

+B,Ms,) (v.&)se,(7.9)],
(11)
where the prime on each radial function denotes the first
derivative with respect to & The A,, coefficients are obtained

by the multiplication of both sides of Eq. (11) by ce,(y, )
and integrating over ¥ from 0 to 27, yielding

(d/2)ff v(9,2)(& - cos® 9)ce,,(y, 9) e dY dz
S.
A, = :

m

(& - D'"Mc) (v,6)Ne,,
~ (dI)12(y,k.)
(&-1)"Mc? (v,6)Ne,,

where I”"(y,k.) denotes the integral over S; in (12) and

(12)

2

[cen(y, )} dO=m
0

Nc,, = (13)

defines the normalization of the even Mathieu angle func-
tions. In a similar manner, utilizing the orthogonality of the
odd Mathieu angle functions, the B,, coefficients are given
by

(d/Z)JI V,-(z‘},z)(fé —cos® 9)2se,,(y,9) e dO dz
S.
B, = -

m

(&-1)"MsD" (7,&)Ns,,
~ (dI2)(y,k.)
(E&-1)"MsP (v, E)Ns,,

where I (y,k.) denotes the integral over S; in (14) and

(14)

2

[se, (v, N> dO =
0

Ns,, = (15)

Now the solution for the spatial variation of the acoustic
velocity potential is obtained by the Fourier inversion of Eq.
(6) following the substitution of Eq. (12) and Eq. (14),

+%0

1 ~ .
V(ED)=—— | T(&0k)e ™ dk..
2T

—%

(16)
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Since the acoustic pressure is related to the velocity po-
tential by

A4
pi(é»ﬂsz):_pE:_inq}(&ﬁ9Z)’ (17)

the general solution for the acoustic pressure may be written
as

—iwp (d/2)
27 (G- D"
5 f [Mc“”(v,s)cem(%ﬁ)z (k)
—© 6(4) (%fo)
MS(4)(7a )Se ’)’,19)1 ('}’,k)
W (y,.&)

pi(é’ 'ﬂ,Z)

:|e_ikzzdkz . (18)

Equation (18) thus represents the general form of the acous-
tic pressure for a source of arbitrary shape and location vi-
brating on a rigid elliptic cylindrical baffle.

A piston is defined by the special case where the source
on the baffle vibrates with uniform normal velocity,
vi(¥,z)=V,. Thus for a piston, Eq. (18) is expressible as

pi(g,ﬂ,z)—4ﬂ_2(§(z)_1)1/2
. ) (4)
" (%éo)
(4 lln
MS (y’g se (’y,’l})[ (Y’k)> —ikdekz:|’ (19)
Ms'' (y,&)
where

1" (y,k,) = ff (& - cos? 9)ce,,(y, De* dO dz,

(20)
Ilm(%k) Jf (§0—COS 9 2se,,(y,9)e*F dO dz.

It is noted that the integrals residing in Eq. (20) define the
size, shape, and location of the piston on the elliptic cylin-
drical baffle.

Consider a second region S; (distinct from S,) located on
the surface of the elliptic cylinder. The acoustic force Fj;
acting on region S; due to the pressure originating from re-
gion S; is given by

Fj;= f Pilé,9,2)| g, dS, (21)
S

where the area element on the elliptical cylindrical surface is
defined by
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dS = (dI2)(& — cos> )2 d9 dz. (22)
The acoustic mutual radiation impedance is defined by
Zij=Fij/Vi7 (23)

and this quantity represents the acoustic impedance (force
per unit normal velocity) acting on region S; due to the mo-
tion of region S; with uniform velocity. The self-radiation
impedance Z; is defined by the condition when S; and S; are
the same region, and represents the acoustic radiation force
per unit normal velocity acting on region S; due to its own
uniform motion.

The normalized acoustic mutual radiation impedance z;;
is defined by

=—= J PilE9,2)| g, dS, (24)
J

Zij = =
J pCA] pCA]Vl K
where A is the area given by the integration of Eq. (22) over
region S;, i.e

= (d/2)ff (& —cos> 92 dY dz. (25)
S

The substitution of Eq. (19) into Eq. (24) yields

—ihd
4m(& - 1)'"A,
<3 “ . (Mcf,;”(y, S (7.
0 e Cﬁ:) (% 50)

M ) 2 (k) (y,kz)) . }
ng) (7’ g()) )

%j=

(26)

where the I{? and IJY’Z" integrals are given by Eq. (20), with i
replaced by j, h=kd/2, and * denotes the complex conjugate.
Equation (26) is the generalized expression for the mutual
acoustic radiation impedance between two piston sources on
a rigid elliptic cylindrical baffle. The impedance is depen-
dent upon the size, shape, and location of each of the two
pistons. It depends implicitly on their separatlon through the
products of the integrals I”"I/’” and I”"IJ'" appearing in Eq.
(26).

lll. RECTANGULAR PISTONS
A. Acoustic radiation impedance

Of special interest in this paper is the case where the
pistons are rectangular in shape, and conformal to the surface
of the elliptic cylinder. A piston is defined by the center-point
location (9,,z.), angular width Ad;, and axial length Az,
where the piston sides are parallel to the coordinate axes, as
shown in Fig. 2. Now the expression for Ii’; in Eq. (20)
becomes
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FIG. 2. Rectangular piston conformal to a rigid elliptic cylindrical baffle.

A2 9, +A D2
I”"(y,k )= f ek dzf (& — cos® 9)!”?
Ze;

—(Az;/2) 9. —(AD2)
Xce,(y,0)dO
gikz(zfr,-"'AZi/z) _ eikz(z(,’_—Az,-/2)
B ik

Z

1?,’_+A1?1/2
XJ (&2) —cos® 9)ce,,(y, 9)d O

0, ~(49,/2)
= Fi(k)Ic, (7). (27)
Similarly,
Z, +Az;/2 15“./_+A19,- 2
I"(y,k,) = J ek dzf (& - cos> 9)'2
Az 0 ~AD;/2

Xse,,(y,0)dd
=Fk)Is! (y), (28)

and the Ijm* and the Ijm* integrals are given by

Zc +Azj/2 ﬂL.j+A ;2
Ijm (y.k,) = J ek dzf (& —cos> 9)'”?

A 9, ~A,/2
X cem('y, DdO
=F,(k)Ic),(v). (29)
and
sin(a Az;/d)sin(a Az;/d)cos[2 a(zcl_ - Zc/)/d]
2 b
a
Qij(a) =
AZ,‘ AZ j
a
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2o thzil2 9, +A9,/2
I’m (y.k.) = ek dzf (& — cos® 9)!”?
2e-Aj2 9, ~A9,/2
Xse,, (v, 0)dV
= F;(k)Is},(7), (30)

where * denotes the complex conjugate.

Upon the substitution of Eq. (27), Eq. (28), Eq. (29), and
Eq. (30) into Eq. (26), followed by algebraic manipulation,
the expression for the mutual radiation impedance can be
written as

—ihd
27 (& - 1)'4,
‘S [ [ (McS;‘)(y, &)/, (D1eh (2
m=0 J0 Mc (7.&)
| M I, (DIt (k. )) o ]
Ms(y (7,&)

Zij=

(31

where

4 sin(k,Az;/2)sin(k,Az;/2)cos k (2., - 2 )
ij= kg .

(32)

Now at the transition point k,=k, with the transformation «
=k.d/2, Eq. (32) becomes

Z,’j =

—ihd® < j (Mcf;‘>(,<,go)1c;'n(,<)1d,;1(,<)
(&~ 1)"A 20 ' (ie,&)
. MsP(x, go){s;(K)zs{n(K) )Qij(a)da
M5 (k,&)

+J (MC,(:;)(—iK_,fo)ICfn(—iK_)IC#(—iK_)

0 MW (=i, &)

Ms (= ik, &)Is (= ik)s! (- m)> }
+ - Q(a)da

MS}(,:) (—iK_’fo)

(33)

where k=(d/2)(k*=k2)"2, k*=(d/2)(k}~k*), and

(34)
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Equation (33) is the general expression for the normalized
mutual acoustic radiation impedance between two rectangu-
lar pistons located on a rigid elliptic cylindrical baffle. It is
noted that the first integral corresponds to the resistive por-
tion of the impedance and the second integral corresponds to
the reactive portion of the impedance. The normalized acous-
tic self-radiation impedance is directly obtained from Eq.
(33) with the substitution j=i.

B. Acoustic directional response

With regard to the directional response of acoustic radia-
tion from a rectangular piston conformal to a rigid elliptic
cylindrical baffle, the general expression for the acoustic
pressure, Eq. (19), becomes
__ —liwpVd
48 -1)

Xi [ J+°° (Mcf,i‘)(y,f)ce,,n(%ﬁ)lcm(v)
m=0 —00 MC;(/:) (7’ EO)

N MSS:)(')G é)Sem(% "-(})Ism(’y)
Ms\ (7.£)

p(€,9.,2)

)F(kz)e‘”‘zz dkz] ,
(35)

where the subscript i has been dropped. Now as é— o, em-
ploying the asymptotic form of the Mathieu radial function
of the fourth kind,

McfD(y,) = Ms\)) (7,8) — (y§)™2e70EmDm) - (36)

and the relationships U=cos ¢ and &dI/2—Rsin 6, the
farfield acoustic pressure is given by

_ lprd ei(2m+1)ﬂ'/4

far _
PR, 6, ¢) = 477 (Rsin 6)'?

oo +o0
o2 2 )
X E (J G(kz)e iR[(k"=k7)sin O+k, cos 6’]de> ,
m=0 —o0

(37)
where
G(kz) _ (C‘Em(’)/v((;f: ¢)IC,,1(7) + Sem(’y,f:? ¢)]Sm(fy))
MCm (y’ §0) Msm (7’ EO)

F(k)
X (5(2)_ 1)1/2(k2 _ k2)l/4’

(38)

and (R, 6, @) are the spherical coordinates. Upon the evalu-
ation of the integral in Eq. (37) by the method of stationary
phase, the farfield acoustic pressure is written as

SR, 6,6) = - ——peVf(6,) (39)
s Uy =—T—pcV—— B .
P \"27Tp kR

The directional response function in Eq. (39) is defined by
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ik cos O(z,+Az/2) _ eikz(zC—Az/Z)

(&—-1)"cos 6

e

16,¢) =

y i im+1<cem(h sin 6,cos ¢)Ic,,(h sin 6)
m=0 M cif)’(h sin 6,&;)
. se,,(h sin 6,cos ¢)Is,,(h sin 0))
Ms®' (i sin 6,&)) '

(40)

Using Eq. (40), the farfield directional response of a rectan-
gular piston on an elliptic cylindrical baffle is given by

F(07¢)=f(6’¢)/f(60’¢0)7 (41)

where 6, ¢, specify the direction of maximum response.
Finally, the amplitude of the directional response may be
expressed in decibels by

20 log|F(6,$)| dB. (42)

IV. RESULTS AND DISCUSSION

The equations above have been used to calculate the
normalized self- and mutual radiation resistance and reac-
tance of rectangular pistons and their directivity patterns as a
function of the frequency and piston location for various
sized pistons and elliptic cylindrical baffle cross section
shapes. The calculation of the (normalized) self- and mutual
radiation impedance for rectangular pistons by the use of Eq.
(33) requires values of the radial Mathieu functions
Mcf:), Msfj) their first derivatives, and values of the angular
Mathieu functions ce,, and se,. Since an objective of the
present effort is to obtain results at high frequencies (large
acoustic size), a parallel effort to develop algorithms to cal-
culate Mathieu functions over a wider range of parameters
than previously available has been undertaken, with the re-
sults of that study to be reported in the future.'® The newly
developed algorithms were employed in the present study.

The elliptic cylindrical baffle cross section is defined by
major axis L, and minor axis D; see Fig. 2. The effect of
cross-section eccentricity on the radiation impedance and di-
rectional response will be considered by keeping L fixed and
varying D. Four cross section shapes are chosen: L/D
=1.000 05, 2, 4, and 10, as shown in Fig. 3. Since an elliptic
cylinder approaches a circular cylinder as L/D—1, it is
noted that the results for L/D=1.000 05 may be regarded as
equivalent to those for a circular cylinder. In all cases that
follow, the piston is square with a height H=Az that is equal
to the arclength of the subtended angle Ad. Unless noted
otherwise, the piston has a relative size given by H/L=0.1;
that is, the piston height (and width) is equal to one-tenth of
the baffle cross-section major axis.

Figures 4 and 5 give examples for the normalized self-
radiation resistance r;; [the real part of Eq. (33) evaluated
with j=i] and reactance x;; [the imaginary part of Eq. (33)
evaluated with j=i] for a square piston with relative size
(H/L=0.1) located on the elliptic cylinder at (9,=0°,z,
=0), as a function of dimensionless frequency kH. Results
are given for four cross-section shapes. Figure 4 shows that
the resistance is small for low values of kH and increases as
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FIG. 3. Baffle cross-section aspect ratios.

kH increases. The rate of increase becomes larger as L/D
decreases and the cross section becomes more circular. It is
also seen that as the cross section becomes less circular, the
first peak in the resistance and the subsequent oscillatory
behavior (corresponding to constructive and destructive in-
terference) is reduced, due to the increased curvature at the
tip where the piston resides. The reactance, while larger than
the resistance for small values of kH, rises to a peak value
somewhat smaller than unity then decreases as kH increases.
It is noted that as the baffle cross-section aspect ratio in-
creases, the reactance above the first peak falls off more
slowly (with substantial differences in the region 4<kH
<8), and, also, the reactance approaches zero more slowly
as kH increases. In all cases, when the piston becomes acous-
tically large, the radiation resistance tends to unity, and the
radiation reactance tends to zero, a result consistent with the
radiation impedance of pistons on other baffle geometries
(planar, spherical, cylindrical, etc.).

Figures 6 and 7 illustrate results for the normalized mu-
tual radiation resistance r;; and reactance x;; for a pair of

ij
adjoining square pistons located at the end of the elliptic

1.4 , . ,
124 1
1 L
0.8} :
=" - -- L/D=1.00005
0.6 — D=2
- L/D=4
04 — L/D=10 |
0.2 .
% 5 10 15 20
kH

FIG. 4. Normalized self-radiation resistance versus kH of a square piston of
relative size H/L=0.1 located at (9,=0°,z.=0) as a function of the baffle
cross-section aspect ratio.
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FIG. 5. Normalized self-radiation reactance versus kH of a square piston of
relative size H/L=0.1 located at (9,=0°,z,=0) as a function of the baffle
cross-section aspect ratio.

cylinder, as a function of kH. The first piston is located at the
tip (9,=0°,z.=0) of the baffle, and the second piston ad-
joins the first along its side in the positive ¥ direction, i.e.
(9,>0°,z,=0). It is seen that substantial interaction occurs
in the region below kH=15, and above that, the interaction
decreases appreciably and approaches zero, although the re-
actance approaches zero more slowly when the baffle cross
section is noncircular. Hence, although the pistons are ad-
joining, when the frequency is high enough, the fields are
spatially localized. Thus, essentially no acoustic coupling oc-
curs; the pistons “see” only their self-radiation impedance.
Results for the normalized mutual radiation resistance
and reactance for square pistons as a function of separation
angle ¥ on two different baffle cross sections are shown in
Fig. 8, at kH=2.41. In all cases, the center point of the first
piston is held at (9.=0°,z.=0), and the second piston ini-
tially adjoins the first piston, then traverses along the direc-
tion of increasing ¥ (at z.=0) around the baffle cross section.
The abscissa denotes the absolute separation between the pis-

0.3 T T :
- -- L/D=1.00005
— L/D=2

0.25¢ 1=~ L/D=4 I

— L/D=10

0 5 10 15 20
kH

FIG. 6. Normalized mutual radiation resistance versus kH of adjoining
square pistons of relative size H/L=0.1 located at (9,=0°,z.=0) and (9,
>0°,z.=0) as a function of the baffle cross-section aspect ratio.
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FIG. 7. Normalized mutual radiation reactance versus kH of adjoining
square pistons of relative size H/L=0.1 located at (9,=0°,z.=0) and (9,
>0°,z,=0) as a function of the baffle cross-section aspect ratio.

ton center points in degrees, which in this case is equal to
U. . It is seen that the interaction decreases more rapidly for
the case of the pistons on the circular cross section. Figures 9
and 10 illustrate, respectively, the normalized mutual resis-
tance and reactance versus the separation angle for pistons of
various sizes (H/L=0.02, 0.05, 0.1) on an elliptic cylindrical
baffle defined by L/D=10. As before, the center point of the
first piston is at (9,=0°,z,=0), and kH=2.41 for each pis-
ton. It is seen that as the piston gets smaller, a more rapid
decrease in the interaction occurs as a function of the sepa-
ration angle.

To examine the effect of the baffle cross-section aspect
ratio upon the amplitude of farfield radiation from (square)
pistons, Fig. 11 illustrates the horizontal directional response
(x—y plane) as a function of L/D for the piston located at the
tip (9.=0°,z.=0) of the baffle, at kH=27r. It is seen that the
piston on the circular cylinder is the most directional, and as
L/D increases, the baffle curvature likewise increases, thus
the projected area of the piston is reduced and the patterns

0.2

T T T T

—(L/D=1.00005)
_ (L/D=1.00005) ||
_ (L/D=10)
— x, (LD=10) |

0.15¢

r.
X
r

|

- -2 1 Il
0 0 30 60

N (@Brees) 120 150 180
j

FIG. 8. Normalized mutual radiation impedance versus separation angle .

for square pistons with size parameter H/L=0.1 as a function of bafflé
cross-section aspect ratios L/D=1.000 05, 10, at kH=2.4.
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FIG. 9. Normalized mutual radiation resistance versus separation angle ¥,
for square pistons on an L/D=10 elliptic cylindrical baffle as a function of
piston sizes H/L=0.02, 0.05, 0.1, at kH=2.4.

become less directional. Figure 12 shows results for the same
piston located at the midpoint (%,=90°,z,=0) of the baffle
cross section at the same frequency. Here the main lobe re-
sponse is relatively independent of the cross-section aspect
ratio, however, the pressure in the back plane is seen to ex-
hibit a decreased baffling effect as the cross section ap-
proaches that of a circular cylinder. Conversely, as the cross-
section aspect ratio increases, the local curvature at the
midpoint of the cross section decreases and becomes more
planar, indeed Fig. 13 shows that the L/D=10 directivity
pattern for the piston (centered at 9.=90°,z.=0) is very
similar to the directivity pattern of the same piston mounted
on an infinite planar baffle. Finally to illustrate the effect of
piston size relative to a given baffle, Fig. 14 shows the hori-
zontal directional response for various piston sizes all lo-
cated at the tip (9,.=0°,z,.=0) of an elliptic cylindrical baffle
defined by L/D=4, with the acoustic size fixed at kH=2 in
all cases. These results show that for a given acoustic size, as

0.1 T T T T T
: — H/L=0.02
--- H/L=0.05
‘ — H/L=0.1
= Of

~0.05+ 4
:
1
1
U

01 3io 80 ' 120 1 éo 180

Aﬁc (<?eogrees)

]
FIG. 10. Normalized mutual radiation reactance versus separation angle J,.

for square pistons on an L/D=10 elliptic cylindrical baffle as a function of
piston sizes H/L=0.02, 0.05, 0.1, at kH=2.4.
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FIG. 11. Horizontal polar directivity pattern of a square piston with size
parameter H/L=0.1 located at (,=0°,z.=0) as a function of baffle cross-
section aspect ratio at kH=21r.

the piston extends over more of the tip of the baffle, its
projected area becomes smaller, and therefore the farfield
patterns become less directional.

V. SUMMARY

Expressions for the directional response and the self-
and mutual radiation impedance for piston sources vibrating
on a rigid elliptic cylindrical baffle have been developed. The
special case of rectangular pistons was derived and is given
by Eq. (33) for impedance and Eq. (40) for directional re-
sponse. Sample results have been presented that illustrate the
behavior of the radiation impedance and directional response
(amplitude) for different pistons and baffle cross-section
shapes as a function of frequency and piston location on the
baffle. In addition, results were presented that show the
variation of the mutual impedance between two pistons as a
function of their angular separation distance. For the follow-
ing, although no results were presented, it should be noted

o — L/D=1.00005
340350 7 10 5 -- UD=2
330 -5 30 \=i= /D=4
320, . 40 — L/D=10

- 10 dB/div
-
160

200190 180170

FIG. 12. Horizontal polar directivity pattern of a square piston with size
parameter H/L=0.1 located at (9,=90°,z.,=0) as a function of baffle cross-
section aspect ratio at kH=2r.
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FIG. 13. Horizontal polar directivity pattern of a square piston with size
parameter H/L=0.1 located at (9,=90°,z.=0) on an L/D=10 elliptic cy-
lindrical baffle versus the pattern of the same piston located on an infinite
plane, at kH=2.

that (a) the mutual radiation impedance between two pistons
as a function of arbitrary separation distance is directly ob-
tainable from Eq. (33), (b) the phase of the directional re-
sponse is directly obtainable from Eq. (40), (c) the radiation
impedance and directional response of pistons on the limit-
ing case of the strip is directly obtainable from the equations
with & =1, and (d) the directional response of an array of
pistons conformal to an elliptic cylindrical baffle is readily
obtainable by the superposition of the individual single ele-
ment responses. Finally, it is noted that the radiation imped-
ance and directional response for pistons of other shapes on
elliptic cylindrical baffles is obtainable by the evaluation of
Egs. (27) and (28) with limits of integration appropriate for
the piston shape of interest.

— H/L=0.02
== H/L=0.05
= H/L=0.10

0
340 350 ; 10

10 dB/div

FIG. 14. Horizontal polar directivity pattern of square pistons of varying
size located at (9,=0°,z,=0) on an L/D=4 elliptic cylindrical baffle at
kH=21.
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Experiments of high-amplitude and shock-free oscillations of air

column in a tube with array of Helmholtz resonators

M. Masuda and N. Sugimoto®
Department of Mechanical Science, Graduate School of Engineering Science, University of Osaka,
Toyonaka, Osaka 560-8531, Japan

(Received 23 December 2004; revised 20 April 2005; accepted 20 April 2005)

This experimental study is made to verify the weakly nonlinear theory for high-amplitude and
shock-free oscillations of an air column developed in the previous paper [Sugimoto et al., J. Acoust.
Soc. Am., 114, 1772-1784 (2003)]. The experiments use a new tube and resonators designed so as
to not only avoid higher harmonic resonances and evanescences but also reduce the values of the
coefficient of Q in the amplitude equation, and a rubber diaphragm sandwiched by circular plates to
drive the air column. The steady-state pressure field in the tube and in the cavities of the resonators
is measured, from which Fourier coefficients are obtained. In spite of nonlinearity, higher harmonics
are suppressed significantly as designed, and the frequency response measured shows quantitatively
good agreement with the one predicted up to about 170 dB (SPL). The first harmonics and the
nonoscillatory component in the pressure field are well predicted, though the second harmonics
show a quantitative discrepancy with the theory. In view of the good agreement of the frequency
response, it is concluded that the theory is valid and useful enough to provide guidelines in

designing the tube with the array of
America. [DOI: 10.1121/1.1929237]

PACS number(s): 43.25.—x, 43.25.Cb, 43.25.Gf, 43.25.Zx [MFH]

I. INTRODUCTION

It is known that high-amplitude and shock-free oscilla-
tions of an air column are achieved in “dissonant tubes.” In
fact, oscillations with amplitude higher than 10% of equilib-
rium pressure (about 170 dB in the sound pressure level) are
generated by exciting the air column resonantly.'"4 The term
“dissonant” used in contrast to “consonant” means such a
tube that resonance frequencies of the air column are not
ordered as integral multiples of the fundamental one.” At
present, there are two methods available to make a tube dis-
sonant, one being to make a cross section of the tube non-
uniform axiallyl’2 and the other to exploit wave dispersion.3

If dispersion is present, the phase velocity differs from a
sound speed and depends on a frequency. Thus a tube be-
comes naturally dissonant. The dispersion can be introduced
by connecting an array of side branches in any form along a
tube. Sugimoto et al.® have made a tube with a periodic array
of Helmholtz resonators (called simply resonators hereafter)
to demonstrate the annihilation of shocks and the generation
of high-amplitude oscillations. Later they have developed a
weakly nonlinear theory to seek the pressure and flow field
in the tube and the resonators to derive the amplitude equa-
tion, from which the frequency response is obtained.® But
there is a significant discrepancy in the frequency response
between the results measured and predicted. One reason for
this discrepancy turns out to be that the tube and resonators
do not meet the conditions required by the theory. The pur-
pose of this paper is thus to verify the theory by using a new
tube and resonators designed in light of the results of the
theory.

“Electronic mail: sugimoto@me.es.osaka-u.ac.jp
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When the array of resonators is connected to a tube of
uniform cross section, there arises an infinite number of pairs
of resonance frequencies. In addition, a new mode appears at
a frequency just above the resonance frequency of the Helm-
holtz resonator in which the air column oscillates in unison
without exhibiting any axial structure. Focusing on the reso-
nance at the lowest frequency with one pressure node in the
middle of tube, the theory assumes no harmonic resonances
and evanescences which will occur, respectively, where fre-
quencies of higher harmonics coincide with one of the reso-
nance frequencies of the tube or with the resonance fre-
quency of the Helmholtz resonator.

Although no second harmonic resonance occurs in a
strict sense, a situation close to it would be plausible. Then
the coefficient Q (not the quality factor) of the nonlinear
term in the amplitude equation takes a large value so that the
response curve is bent and the peak pressure is suppressed.
This is the situation encountered in the previous
experiments.3 Even worse, the frequency of the fifth harmon-
ics happens to coincide with the resonance frequency of the
resonator. Such higher harmonic evanescences do not con-
tribute to making the value of Q large. But when they occur,
the energy of excitation would be absorbed in the resonators
and the peak pressure would also be suppressed. The theory
excludes these cases up to the third harmonics. But it is
desirable in designing the tube with the array of resonators to
avoid them up to any harmonics as much as possible.

In order to generate higher peak pressure, the jet loss of
the throat of the resonator should also be reduced. This re-
quires choice of a smaller cavity and a wider throat but has
nothing to do with throat length. It turns out that the throat
should be lengthened in order to reduce the values of Q as
well as of D for the jet loss. The tube and the resonators used
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in the previous experiments are not the ones designed by
taking account of the above-mentioned conditions but the
existing ones for the experiments of the acoustic solitary
waves.” In consequence, the frequency response agrees with
the theory only up to the peak pressure of a few percent of
the equilibrium pressure. Now that these restrictions have
been unveiled, a tube and resonators are chosen to avoid
them.

As for the method to excite the air column, the previous
experiments exploit the bellows mounted at one end of the
tube. Although they have a merit of securing the hermetic
sealing, nonuniformity in inner diameter gives rise to uni-
gnorable effects if a tube is not long enough in comparison
with the depth of the bellows. The present experiments use a
rubber diaphragm sandwiched by a couple of circular plates,
whose center is driven by a linear motor. When the center of
the plates is displaced axially, the rubber stretches to form a
circular-cone frustum with the plates. This device is different
from a plane piston but a flow field near it would be much
simpler than that driven by the bellows and closer to the
piston. The depth (or height) of the frustum can be related
equivalently to the displacement of the piston by equating
the volume displaced.

In what follows, Sec. II summarizes the results of the
weakly nonlinear theory necessary to comparison with the
ones measured. Section III describes the experimental setup.
The experiments measure not only the frequency response
but also the pressure field in the tube and the resonators.
Results of measurements are compared against the theory in
Sec. IV and discussions are given in Sec. V. Finally the con-
clusions are given.

II. SUMMARY OF THE THEORY
A. Outline of formulation

An air column in a tube of radius R and of length / is
driven sinusoidally by a plane piston installed at one end of
the tube with the other end closed by a flat plate. Identical
Helmholtz resonators are connected to the tube in array
through the side wall with equal axial spacing d. Each reso-
nator consists of the cavity of volume V and the throat of
radius r and of length L. The volume of each resonator is
assumed to be small in the sense that the size parameter x,
defined as V/Ad, is much smaller than unity, where A is the
cross-sectional area of the tube. The axial spacing is taken
much smaller than a wavelength of oscillations so that the
continuum approximation may be applied to smear the dis-
crete distribution of the resonators.

A natural angular frequency of the resonator is given by
wy (=\malr?/L,V) where a, is the sound speed and L is
lengthened to L, (=L+2X0.82r) by taking account of the
end corrections. Because the volume of the throat is usually
negligibly small in comparison with the one of the cavity, no
distinction is made between the volume of the cavity and the
total volume of the resonator V, (=V+r’L). But when the
volume of the throat is small but not negligible, it is found
that 7w0 based on V, instead of V fits better with a measured
one.
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The Reynolds number aguy/ ve is so high that effects of
viscosity and heat conduction are confined only in a bound-
ary layer on the tube, where u,, v, and w denote, respec-
tively, a typical axial speed of air, its kinematic viscosity, and
a typical angular frequency of oscillations. Since the bound-
ary layer is thin and the size parameter is small, the main
flow in the outside of the boundary layer and except for the
neighborhoods of throat orifices may be regarded as being
almost one-dimensional. Assuming the ideal gas for the air
and the adiabatic relation in the main flow, one-dimensional,
nonlinear wave equation (21) in Ref. 6 is derived from the
equations of continuity and of axial motions of air averaged
over the cross section of the main flow in terms of the ve-
locity potential ¢(x,7), x and ¢ being, respectively, the axial
coordinate along the tube and the time, and the overbar used
to designate the dimensionless quantities being suppressed.
Effects of the boundary layer and the array of resonators are
taken into account in the form of a source term in the equa-
tion of continuity.

For response of the resonators, the compressibility of air
in the throat is ignored because the throat length is much
smaller than the wavelength, and the equation of axial mo-
tion along the throat is averaged over it by taking account of
a boundary layer on the throat wall. For the air in the cavity,
no motions are assumed and only the mass balance is re-
quired with the adiabatic relation. To simulate the response
of the resonator well, it is of vital importance to consider a
jet loss at the throat which occurs when the air flows through
it. Using the jet loss in a semi-empirical form, the oscillation
equation (95) in Ref. 6 for the excess pressure in the cavity
p.(x,1) is derived with the excess pressure in the tube p’(x,1)
as the forcing term. Of course, p’ is derived from ¢ by the
Bernoulli’s theorem.

B. Assumptions of the theory

It is revealed in the lossless linear theory that the natural
oscillations of the air column confined in 0<x<1 by flat
plates at both ends are given in the dimensionless form as
follows:

10) ilmo
p =] 1 |cos[k(x—1)]ae’™ +c.c., (1)
p. s

where ¢ is normalized by luy, p’ and p| by poagug, x and ¢
by [ and [/a,, respectively, p, being the density of air in
equilibrium; the wavenumber &, given by

k= (70)%(1 + ks)
with

%
=t @

is chosen to be mm (m=0,1,2,...) by the boundary condi-
tions at both ends, from which the dimensionless angular
frequency o(=wl/may) is determined, w being a dimensional
one; a denotes the complex amplitude, and c.c. implies the
complex conjugate to all preceding terms. For a given value
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FIG. 1. Graph of the dispersion relation (2) between o and k in the solid

curves and the natural angular frequencies o) for k=mm (m

m

=1,2,3,...,6) designated by the closed circles in the case with g=2.5 and
k=0.2; for the lowest frequency o, all the other frequencies are located off
the straight line o=o7k/m, which indicates the tube is dissonant.

of m, there occurs a pair of the natural angular frequencies
o, given by

1
0‘:1=T£{m2+(1 + K)O'ZO
N’

+\[m? + (1 + ) o2 ] — dm*a}'"”, 3)

where o (=lwy/ ma,) denotes the dimensionless natural an-
gular frequency of the resonator. Note that ma,/! is the low-
est natural angular frequency of the air column in the tube
without the array.

In Fig. 1, the solid curves show the graph of the disper-
sion relation (2) which stipulates ¢ for an arbitrary value of
k in the case with 03=2.5 and x=0.2, and the closed circles
indicate the natural angular frequencies o, for k=mm (m
=1,2,3,...,6) selected by imposing the boundary condi-
tions at both ends. By connecting the array of resonators, the
dispersion curves are split into two branches, which are sepa-
rated by the stopping band in the frequency range oy<o
<(1+k)"0,. The lower bound corresponds to the evanes-
cence with k—cc, while the upper one to the resonance with
k— 0 mentioned briefly in Sec. I. For the lowest natural an-
gular frequency o, the straight line o=0k/a is drawn to
indicate that all the other frequencies are located off the line
so that the tube is dissonant.

Let one end of the air column be driven by a plane
piston at x=x,=c cos(mat) with ¢=X,/I<1 and at a fre-
quency close to one of o} (=0y) where X, denotes the di-
mensional displacement amplitude of the piston surface so
the air column occupies the region x,<<x<1. Then three
quantities come into play. One is a parameter specifying the
order of detuning of the driving frequency from the natural
one, Ao (|Ao|<1), and another is a parameter for the order
of oscillations. While this is given by the maximum excess
pressure relative to the equilibrium one, it is the acoustic
Mach number & (=uy/a,<<1) that is used in the theory. Of
course, both parameters are comparable in order. The theory
assumes such a situation that
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Cc

" adl

& (4)
In view of the experiments in which ¢, Ao, and ¢ are of order
1073, 1072 and 107!, Eq. (4) is satisfied when c is assumed
to be of &* while |Aa] of &2.

The other quantities are parameters specifying the order
of dissipation due to the boundary layers on the tube wall
and throat wall. They are given, respectively, by 6 and &,
defined as follows:

S, [T
— 1\ Ll
5:2<1+yr)”’f"<1, 5= < (5)
\Pr R r

where y and Pr denote the ratio of the specific heats and the
Prandtl number, respectively, while R and »* denote the re-
duced radii defined, respectively, as R [=R/(l
—@r’R/2Ad)] and " (=r/cy), ¢;=(L+2r)/L,. The values of
these parameters are regarded as the quantities of &2.

The theory assumes no higher harmonic resonances and
evanescences up to the third harmonics. If a frequency of the
nth higher harmonics, noy, n being an integer greater than
unity, coincides with o, (m=0,1,2,...), i.e.,

o2
(mﬂ')z:(nﬂ'a'])z[l +m] (6)
then 02] is determined in terms of oy as
1
O‘% = m{m2 -1+ [(m2 - 1)2 - 4(m2 -n?)
X(1-n"2)ad]"?}. (7)

This relation may be transformed into the expression for o%)
in terms of « as

7= st el i = 404 ), ®
with
. (m* = n*? = (1 + K)[m*(n® = 1)* + (m® = n?)*n®
Jmn = (m? =) (n* — n2) )
)
or alternatively into the expression for « in terms of 0'(2) as

B [m2(n® = 1)* + (m* = n*)*]n® £ k,,

2(m2—n2)(n4—n2)0%) -1 (10)
with
K =N Om® = 1Y (m? = 1)%n* = 4(m? = ) (0" = n?) ).
(11)

As far as o'(z) or k thus obtained is positive, they have physical
meanings. If noy hits o) for evanescence, « and o-é are de-
termined as

2 4 2 2
n-—n (n"—=1)(n —o‘%)
= = 12
0 1—(1+K)n20rK n’ag (12)

In order to achieve higher pressure oscillations in reality, it is
desirable to avoid these resonances and evanescences beyond
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the third harmonics in designing the tube with the array of
resonators. Even if these conditions were not satisfied ex-
actly, it is desirable to depart from them as much as possible.

C. Results of the theory

The solutions for the velocity potential in the tube and
the pressure in the cavities of the resonators are sought in the
asymptotic expansion with respect to & by the method of
multiple (double) time-scales up to the order of £2. The main
outcome is the amplitude equation which determines a tem-
poral behavior of the complex amplitude « for the dimen-
sionless excess pressure in the tube. The equation is derived
from the boundary conditions of &2 as [see Eq. (100) in Ref.
6 with the correction (o; on the right-hand side to be re-
moved)]

da S D mo

i+ Sa+ i—2|ala+ Qglalfa= —3€ei”‘7,’2,
P> P> e

(13)
where « is assumed to depend on the slow time variable

t, (=¢’t) and u, S (=S,,+iS;,), Dy, and Q, are constants
given by

51
=2+ 1+=),
m=2 2KS1< )

¢ g - ‘/ﬂ<ﬁ+@) (14)
re — im = 2 O'% Q ’
1288075}
D= ome? 0p=01+0,+ 03,
0

with s,= 05/ (05— 07), Q=03/ a7, and 8,=(1/ wayL,)?, o' be-
ing a constant of order unity. For the detailed expressions of
01, O,, and Qs, see Egs. (70) to (72) in Ref. 6.

The experiments measure only the excess pressures in
the tube and in the cavities of the resonators, from which the
Fourier coefficients are obtained. For the sake of comparison
with the experiments, the solutions are rewritten in the form
convenient to this purpose. The dimensional excess pressures
podoitop’ and poagigp, are now renormalized by the equilib-
rium pressure p,, and their solutions are rearranged in the
form of the Fourier series in ¢ with period 2/ as follows:

’ * .
Pololo |:p :| _ 2 |: Pn(-x9t2a8) :|ei’”"°'1t+ c.c.
n=0

, (15)
Po pg Pcn(xs IZ;S)

Here note that pyaguy/po=ey with a§= Ypo/ po, and P, and
P, denote the complex Fourier coefficients which depend
not only on x but also on 7, and &. The Fourier coefficients
are related to the coefficients of the asymptotic expansion as
follows:

1 1
Py=Py=¢&"y ‘(1—_)
o\

+ %(1 + %)cos[hr(x— 1)]}|a
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116

M {1] [m(x—1)]+& )
=&y CoS| m(x — + £ + C.C.
N e I 6P
+ oo, (17)
P, FV s
=g +c.c.+ s
Py ] Y6

and so on [see Egs. (54)—(56), (80), and (82) in Ref. 6 for the
explicit expressions].

It is found that ' (12) contains the term which has the same
dependence on x as the lowest solution in the form of
cos[ m(x—1)]. This term may be incorporated into it by de-
fining P instead of « as

; i Ja 1( 1) , | P
+ ———+-l1-=4 ==,
eyate y|: mo (91‘2 2 O'% 2|a| “« 2

(19)
where da/dt, is given by Eq. (13) and the term of & is
approximated for a large value of (). For the explicit expres-
sion of A,, see Eq. (52) in Ref. 6. This relation is expressed
inversely as

P i JP 1
sya=—

1
+ ———l|1-=|APPP+ -,
2 2moy ot 16y2< o%) 2/

(20)

to the present order of approximation where the relation
g2dal dt,=dal 3t has been used. The parameter & indicating
explicitly the smallness is now removed. But it should al-
ways be kept in mind that P is the small quantity. Using this
replacement, all quantities are expressed in terms of P.

Noting the amplitude equation (13) describes competi-
tion between the quantities of order unity, it is transformed
without any additional terms into

JP .
i,u,E+SP+iD|P|P+Q|P|2P=Fe”TA‘”, (1)

with D=64x8,051/9myQ, Q=0,/4y’, I'=2mwyoc, and
g’0’=Ao. It is remarked that the amplitude equation is
determined by the zeroth and second Fourier coefficients
of &2 but not by the third one. The frequency response in
the steady-state oscillations is given by

1 2

Ao= —{S,e +OIPP |5 = (Sim + D|P|)2} . (22
T P

The peak in the frequency-response curve occurs when the

factor in the square root vanishes. Then the magnitude of P

is given by

1 I E—
[Plpea = 575 (= Sy + VS, +4DT). (23)
2D
at the frequency o +Aac,, with the shift given by
AO-peak = (Sre + Q|P|§eak)/77/1’- (24)

Thus the complex amplitude at the peak is expressed as
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FIG. 2. Illustration of the experimental setup.

pP= |P|peakei(WAUpeakt_7T/2), (25)

[see Egs. (86) and (87) in Ref. 6 in the case without the jet
loss]. When the piston is oscillating at the frequency o
+A0,eu the phase in the pressure at x=1 lags behind the
piston displacement just by /2, while the pressure at x
=0 leads the piston displacement by /2. The latter im-
plies that the pressure on the piston surface is just in phase
with the piston velocity so that the maximum power may
be input into the air column at a given displacement am-
plitude of the piston.

lll. EXPERIMENTAL SETUP

A tube, resonators, and a driver unit are designed care-
fully so as to meet conditions required by the theory. Espe-
cially the higher harmonic resonances and evanescences are
avoided as much as possible. In order to generate high pres-
sure amplitude, it is conjectured that the response curve
should become symmetric with respect to the peak just as in
the linear response. For this, the value of the coefficient Q,
responsible for bending of the response curve, should be
made as small as possible. This is substantially to suppress
the nonlinear effects including the jet loss. The maximum
pressure in the tube is set to be about 10% of the equilibrium
pressure because the weakly nonlinear theory tends to break
down as the pressure increases further. The experimental
setup used is illustrated in Fig. 2 and described in the fol-
lowing.

A. Tube and resonators

A stainless-steel tube of inner diameter 37 mm, length
923 mm, and thickness 9 mm is used. The inner surface is
polished so smoothly by honing with surface roughness R,
(ISO4287) below 0.6 wm as to meet the assumptions used in
the theory for the boundary layer. One end of the tube is
closed by a flat plate while the other end is connected to the
driver unit. The resonator consists of the spherical cavity and
the circular throat, both being made of the stainless steel. The
volume of the resonator is 14.7 cm?, while the throat is of
inner diameter 7.1 mm, length 72.3 mm, and volume
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2.87 cm®. The natural frequency of the resonator is calcu-
lated to be 325 Hz at temperature 26.1 °C. For reference, the
natural frequency of the tube without the array takes 188 Hz
at the same temperature.

Five resonators are connected to the tube equidistantly
with the axial spacing d=185 mm. The resonator nearest to
the closed end at x=1 is placed at half the axial spacing d/2
away from the end. Such an arrangement is suggested by the
fact that the boundary condition at the closed end may be
replaced by the mirror imatge.7 In fact, the axial spacing ap-
pears to be uniform if the mirror image is taken. The reso-
nator is connected to the tube through the hole in the tube
wall with an attachment (see Fig. 2), which secures flush
mounting with the inner surface of the tube. The end surface
of the attachment has the same radius of curvature as the
tube so that the inner surface of the tube may become smooth
everywhere including where the resonators are connected.

B. Driver unit

Although the plane piston is assumed in the theory, it is
difficult to seal the air column tightly in reality because no
leak of the air through a narrow gap between the piston head
and the tube would be guaranteed. Newly devised is a rubber
diaphragm of thickness 2 mm sandwiched by a couple of
circular plates. The diaphragm is stretched to cover the
whole cross section of the tube and clamped at its edge. Two
stainless-steel plates of diameter 27 mm and of thickness
0.8 mm each are bolted together at the center as shown in
Fig. 2 to the axis of the linear motor.

When the couple of the plates (called simply a bottom
plate hereafter) are displaced from the equilibrium position,
the diaphragm stretches to form a frustum with the plate.
Assuming the lateral surface to be conical, the volume of the
frustum is proportional to the displacement of the bottom
plate. The ratio of this volume to the cross-sectional area of
the tube gives equivalently the displacement of the plane
piston x, in the theory. Denoting the displacement of the
bottom plate from the equilibrium position by x;,, this is re-
lated to x,, as in the case of the bellows.” Taking the greater
diameter D, as the tube diameter and the smaller one Dy as
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TABLE I. Experimental conditions and values of constants.

Figure T, (°C) po (hPa) agy (m/s) v (m?/s) Pr Sim
3 and 4 22.8 1009.1 345.4 1.538 X 10° 0.7096 0.0502
5 26.1 1014.5 347.4 1.560 % 10° 0.7086 0.0504
6 24.1 1021.7 346.2 1.530% 10° 0.7092 0.0500
7,8, 10, and 11 23.8 1024.3 346.0 1.524 %X 10° 0.7093 0.0499
9 25.8 1004.0 347.2 1.573 % 10° 0.7087 0.0507

the diameter of the bottom plate, the piston displacement x,
is given equivalently by x,=(1+x+x>)x,/3 with x=D,/D,.
For x=27 mm/37 mm=0.730, x,=0.754x;, and the coeffi-
cient of proportion is smaller than unity, whereas it takes the
value 1.422 in the case of the bellows.

The bottom plate is driven by a linear motor of voice-
coil type with the maximum thrust 72 N (Sumitomo Special
Metals: type LV25). The motor reciprocates along its axis
and its motion is transmitted to the bottom plate by the rod
connecting them. This type linear motor can accurately be
controlled by varying the input current. The ac power supply
(Takasago: AA2000XG) is used to generate sinusoidal cur-
rents. The maximum relative errors in the frequency and the
wave form from a purely monochromatic wave are less than
5X1073% and 0.3%, respectively. The magnitude of higher
harmonics involved in the displacement of the bottom plate
is less than 0.2% of the fundamental one.

C. Measuring instruments

The displacement of the bottom plate is measured by a
laser displacement sensor (Keyence: LB-62) with resolution
50 wm up to 3 kHz. Excess pressure in the tube or in the
cavity of the resonator is measured by two condenser micro-
phones (Briiel & Kjer: type 4941) with sensitivity
0.085 mV/Pa. The microphones are set flush with the inner
surface of the tube. When the pressure in the cavity is mea-
sured, the microphone is set at the bottom of the cavity (at a
position opposite to the throat).

The nonoscillatory (zeroth harmonics or dc) component
is measured by two pressure sensors of strain-gauge type
(Kyowa: PGM-05KG) with a natural frequency of 3 kHz be-
cause the microphones fail to measure it. They are also
mounted flush with the flat plate and the tube wall as well as
the microphones. The data are processed by the FFT analyzer
(Ono Sokki: CF-3600) with maximum number of sampling
points 16384 to obtain Fourier coefficients.

The temperature of the air column and the tube wall are
measured by two sheath-thermocouples of K-type and of di-
ameter 0.3 mm. Both thermocouples are positioned at x
=0.25. One is inserted hermetically into the center axis of the
tube, while the other is put on the outer surface of the tube
wall where the temperature of the wall may be regarded as
the equilibrium temperature of the air in the tube. The atmo-
spheric pressure is taken as the equilibrium one in the tube so
the ambient pressure is measured by an aneroid barometer.
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D. Evaluation of the parameters

For the tube and the resonators chosen, the various pa-
rameters are evaluated. The size parameter « takes the value
0.0737, which is much smaller than the one 0.198 in the
previous experiments. Here it is to be noted that « is evalu-
ated by using V, instead of V. The dimensionless angular
frequencies o, and o, which are independent of the tem-
perature and dependent of « only, take the fixed values at
1.73 and 0.951, respectively. The array makes the natural
frequency of the tube lower by about 5% than the one in the
tube without the array. Given the value of «, no harmonic
resonances with the combinations of m (=0,1,2,...,8) and
n (=2,3,4) occur for the value of oy, in the range |o
—1.73/<0.05. For the range |o,—1.73/<0.01, m and n may
be taken up to 19 and 10, respectively. The higher harmonic
evanescences are avoided in the present case.

The values of 6 and &, depend on the temperature
through ay, v, and Pr (see Table I and Ref. 3). While the
value of 7 is taken to be a constant 1.40, the dependence of
the sound speed on the temperature is taken into account
according to ay=331.5+0.617T, m/s for T, measured in de-
grees Celsius. At 26.1 °C, for example, 6 and &, takes the
values 0.0325 and 0.116, respectively, which is to be com-
pared with the previous ones 6=0.0282 and 6,=0.223. The
value of &, is reduced but larger than the one assumed. The
parameters in the amplitude equation except for S are evalu-
ated by the geometry only as follows: u=2.30, D=0.478,
and Q=-0.735. For the value of S;,, (==S,,.), see Table I. The
values of u, S, and D are close to the ones in the previous
experiments (u=2.43, S;,=0.0430, D=0.398, and Q=15.2),
but the one of Q is dramatically reduced. Thus we may say
that the present tube and resonators are designed so that the
nonlinear effects except for the jet loss are suppressed sig-
nificantly at the cost of slight increase in the values of
6 and D.

IV. EXPERIMENTS

The experiments are made with the tube hung vertically
and the driver unit on top. The excess pressure in the tube is
measured at the position x=0.17, 0.38, 0.50, 0.63, 0.83, and
1, while the one in the cavities of the five resonators at x
=0.10, 0.30, 0.50, 0.70, and 0.90. At the same time, the com-
plex Fourier coefficients are obtained. Measurements are
made when the steady state of oscillations appear to be
achieved at a frequency of the peak in the response. The peak
is identified by observing that the phase in the displacement
of the bottom plate is ahead of the one of the pressure at x
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FIG. 3. Temporal profile of the oscillatory component in the pressure mea-
sured on the flat plate at the closed end for the displacement amplitude of
the bottom plate X,=1.39 mm where p’ denotes the dimensional excess
pressure p’ minus the nonoscillatory component corresponding to Py(1), and
the solid and broken lines represent, respectively, the ratio of p’ to the
equilibrium pressure p, measured and predicted by Eq. (17) with the second
harmonics (18) inclusive and the replacement of « by Eq. (20).

=1 just by 7/2. Since only two microphones are available,
measurements are repeated by changing the positions.

Here it should be remarked that the Fourier coefficients
measured are different from the ones in Eq. (15). The series
(15) is the expansion with period 2/, while the coefficients
to be measured correspond to the ones in the expansion with
period 2/(0+A0 ). Therefore it must be rewritten for
comparison. In Eq. (15), the factors e"™7" (=¢"7™'12) are
taken out of P, and P,, to form enm1+'0) a5 follows:

|:Pn(x’t2;8) :|einmrlt=

Pcn(x’IZ;s)

P,(x,tp3)e”"™'
Pcn(x,tz;s)e—inﬂ-(r'tz
Xei”“'(o'l”'o'"z), (26)

(n=0,1,2,...) where g*0" takes the value Aoy It is the
coefficients in the square brackets on the right-hand side
that will be available experimentally. Although the coef-
ficients appear to depend on f,, this must not be so. The
factor e~"™'2 cancels indeed with the one involved in P,
and P,,. Setting P, and P, to be in the following form

Pn = |Pil|eign’ Pcn = |PCl’l|eiecn’ (27)

the complex coefficients on the right-hand side of Eq. (26)
are expressed as

Pne—inmr’tz — |Pn|eii//n, P e—inmr'tz = |Pcn|ei‘/’f", (28)

cn

with ,=6,-nmAoyt and ¢, = 0,,—nmAoet. Using Eq.
(25) and the explicit form of P, and P, in terms of P, i,
and ¢, are found to be independent of .

A. Pressure profiles and Fourier coefficients

Figure 3 shows the temporal profile of the oscillatory
component in the pressure measured on the flat plate at the
closed end x=1 for the displacement amplitude of the bottom
plate X,=1.39 mm where p’ denotes the dimensional excess
pressure p' minus the nonoscillatory component correspond-
ing to Py(1), and the broken line represents the solution
taken up to the second harmonics inclusive, i.e., P; in Eq.
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FIG. 4. Decays of the Fourier coefficients |P,| relative to |P,| (=0.101)
where the triangles and the circles represent, respectively, the data for the
profile shown by the solid line in Fig. 3 and a shocked profile measured in
a tube without the array.

(17) and P, in Eq. (18) with the replacement of « by Eq.
(20). Tt is obvious that the profiles are smooth without any
shocks.

For the profile in Fig. 3, Fig. 4 shows how the magni-
tude of each Fourier coefficient |P,| decays as n increases up
to 25th. The triangles indicate the data relative to |P]
(=0.101) for the profile in Fig. 3, while the circles indicate,
for reference, the decay of the coefficients for a shocked
profile measured in the tube without connecting the array. As
n increases, the coefficients of the shock-free profile decay
very rapidly at rate between n=> and n™* in contrast to the
slow decay as n~! for the shocked profile. As will also be
seen in Fig. 10, it is found that the magnitude of the second
harmonics involved is about 4% relative to |P;| and the pro-
file in Fig. 3 is very close to a monochromatic wave in spite
of the presence of the nonlinearity. But a slight discrepancy
between the profiles measured and predicted is considered to
result from higher harmonics.

B. Frequency response

In the previous experiments, the frequency response is
obtained by measuring the maximum pressure op at the
closed end against the frequency of excitation. In the present
experiments, it is obtained from the first Fourier coefficient
measured at the closed end. The magnitude of |P;(1)] is plot-
ted against the dimensional frequency of excitation in Fig. 5
by the open triangles, closed triangles, open circles, and
closed circles for four values of X,=0.25, 0.50, 1.00, and
1.75 mm, respectively. It is seen that the data measured fall
perfectly on the theoretical curves (22) shown in the solid
lines, except for the data designated by the closed circles in
the vicinity of the peak. The agreements in the magnitude
and the frequency are excellent. Since the value of Q is
small, the curves are symmetric with the peak, as expected.

Next we examine the relation between the peak pressure
|Plpeax and the displacement amplitude of the piston ¢
(=X,/1) equivalent to the one of the bottom plate. Figure 6
plots |P|,. vs ¢ by the circles in the log-log scales. It is
already shown in Ref. 6 that for F<Si2m/ 4D, P|peak is giv_en
by I'/S,, while for I'>S, /4D, |P| . is given by \I'/D.
Thus while I, i.e., ¢ is small, the peak pressure is propor-
tional to ¢, but it becomes proportional to ¢*3 as ¢ becomes
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FIG. 5. Frequency response measured and predicted where the open tri-
angles, closed triangles, open circles, and closed circles represent the data
measured for the displacement amplitude of the bottom plate X, =0.25, 0.50,
1.00, and 1.75 mm, respectively and the solid lines represent the theoretical
curves calculated by Eq. (22) for the respective amplitudes.

larger. The changeover is defined to occur at I'=S2 /4D,
which gives I'=1.33X 107 and ¢=1.59X107*. The data
measured lie on the line ¢*77 approximately, which is located
between two lines ¢ and ¢*3. The data seem to continue on

the line ¢*”7 beyond ¢=1073.

C. Axial distributions of the first harmonics

Next the pressure field in the tube and in the cavities of
the resonator is measured and checked against the theory.
Figures 7 and 8 show, respectively, the axial distributions of
the first Fourier coefficients |P|e’’t and |P,|e%! where (a)
and (b) represent, respectively, each magnitude and phase in
degree. Here the open triangle, closed triangle, open circle,
and closed circles represent, respectively, the data for X,
=0.52, 0.82, 1.09, and 1.33 mm, respectively. The solid lines
represent the theoretical distributions calculated by P; and
P., in Eq. (17) with the replacement of a by Eq. (20). The
change in sign of P and P.; with respect to x is taken into
the respective phases ¢, and .

The measured data fall on the curves predicted by the
theory. Quantitatively good agreements are seen not only in
the tube but also in the cavities. Note that the maximum
excess pressure in the cavity is about 50% greater than the
one in the tube. It turns out that the terms of |P|® yield the

0.10}

0.0
IPlpeak

L " " ||
O.Oll 5 10

c

x 10

FIG. 6. Relation between the peak amplitude |P\pcak and the displacement
amplitude of the piston c
(=X,/1) equivalent to the one of the bottom plate, and two reference straight
lines proportional to ¢ and ¢ indicate the approximate relations when c is
much smaller than the changeover value 1.59 X 10~ and when ¢ is much
greater than it, respectively.
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FIG. 7. Axial distributions of the first Fourier coefficient |P,|e’1 for the
pressure profile in the tube where (a) and (b) represent, respectively, the
distributions of the magnitude |P;| and the phase ¢, in degree; the open
triangles, closed triangles, open circles, and closed circles indicate the data
measured for the displacement amplitude of the bottom plate X, =0.52, 0.82,
1.09, and 1.33 mm, respectively; the solid lines show the theoretical distri-
butions calculated by P; in Egs. (17) with (20).

corrections of a few percent. Thus the nonlinearity is sup-
pressed to be so small that the pressure distributions may be
regarded as being close to the linear solutions. The above-
noted agreements support the validity of the assumptions of
the one-dimensional field in the tube and the continuum ap-
proximation for the resonators. There are only five resonators
that are connected to the tube.

D. Axial distributions of the zeroth and second
harmonics

We proceed to check the zeroth (dc) and second har-
monic components in the pressure field. At first, the zeroth
components P, and P, are measured. Figure 9 shows the
axial distributions of AP, for the deviation of Py(x) from
Py(1). The symbols in figures correspond to the amplitudes
of the bottom plate specified in Figs. 7 and 8, while the solid
lines represent the distributions calculated by P in Eq. (16)
with Eq. (20). Here it should be remarked that P, tends to
increase slowly in the course of time because the mean tem-
perature and pressure in the tube increase slowly due to heat-
ing by friction on the tube wall. Thus the deviation AP, is
plotted in Fig. 9. The zeroth harmonics is seen to agree well
with the theory.

Figures 10 and 11 show, respectively, the axial distribu-
tions of the second Fourier coefficients |P,|e’#2 and | P, eV
in the tube and in the cavities where (a) and (b) represent
each magnitude and phase in degree. As two nodes are pre-
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FIG. 8. Axial distributions of the first Fourier coefficient |P,,|e’%! for the
pressure in the cavity of the resonator where (a) and (b) represent, respec-
tively, the distributions of the magnitude |P,,| and the phase #,, in degree;
the open triangles, closed triangles, open circles, and closed circles indicate
the data measured for the displacement amplitude of the bottom plate X,
=0.52, 0.82, 1.09, and 1.33 mm, respectively; the solid lines show the the-
oretical distributions calculated by P, in Egs. (17) with (20).

dicted near x=0.25 and 0.75, the data measured show the
axial distributions similar to the theoretical ones calculated
by P, and P, in Eq. (18) with Eq. (20). While the amplitude
of the bottom plate is small, the data for the magnitude are
close to the curve predicted. Generally speaking, however,
the data measured are greater than the ones by the theory in
the middle of the tube and smaller near both ends. For the
second harmonics as well, the magnitude in the cavity is
remarkably larger than the one in the tube.

But there is a significant discrepancy in the phase. From
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FIG. 9. Axial distributions of the deviation of the zeroth Fourier coefficient
AP, [=Py(x)—Py(1)] where the open triangles, closed triangles, open
circles, and closed circles indicate the data measured for the displacement
amplitude of the bottom plate X,=0.52, 0.82, 1.09, and 1.33 mm, respec-
tively; the solid lines show the theoretical distributions calculated by P, in
Egs. (16) with (20).
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FIG. 10. Axial distributions of the second Fourier coefficient | P,|e'¥2 for the
pressure profile in the tube where (a) and (b) represent, respectively, the
distributions of the magnitude |P,| and the phase ¢, in degree; the open
triangles, closed triangles, open circles, and closed circles indicate the data
measured for the displacement amplitude of the bottom plate X;,=0.52, 0.82,
1.09, and 1.33 mm, respectively; the solid lines show the theoretical distri-
butions calculated by P, in Egs. (18) with (20).

the second harmonics of £ [see Eqgs. (54) and (55) in Ref. 6],
it is found that ¢, and ¢, take the values O or 7 depending
on the sign. Because the frequency of the second harmonics
exceeds the resonance frequency of the Helmholtz resonator,
Y., is different from ¢, by 7. But it is seen that the data
measured scatter in between and the phases differ by mul-
tiples of 45°.

V. DISCUSSIONS

In designing the tube and the resonators, higher har-
monic resonances and evanescences have been avoided as
much as possible. In consequence, higher harmonics are sup-
pressed significantly. It is seen from Eq. (3), however, that as
m increases, o, approach m, while o, approach oy, so that
the effect of dispersion tends to disappear as m increases.
Thus it becomes difficult to avoid the harmonic resonances
for even higher modes. It would eventually determine the
upper limit of the peak pressure how far the state of out-of-
resonance can be achieved. Therefore it is essential to post-
pone the resonance as far as possible in order to yield a
higher peak in the frequency response.

All theoretical results used for comparison are calculated
by using the size parameter x and the natural frequency of
the resonator w, based on the total volume of the resonator
V, instead of the volume of the cavity V. If those values by
the original definitions are used in the frequency response for
example, then the peak values are higher by several percent
while each curve is shifted upward by a few hertz. In this
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FIG. 11. Axial distributions of the second Fourier coefficient |P,|e'%2 for
the pressure in the cavity of the resonator where (a) and (b) represent,
respectively, the distributions of the magnitude |P,,| and the phase i, in
degree; the open triangles, closed triangles, open circles, and closed circles
indicate the data measured for the displacement amplitude of the bottom
plate X;,=0.52, 0.82, 1.09, and 1.33 mm, respectively; the solid lines show
the theoretical distributions calculated by P, in Egs. (18) with (20).

case, it is hard to acknowledge the perfect agreements. This
is why V, has been used in the comparisons that follow. It
implies that when the volume of the throat is not negligible,
the equation for the conservation of mass in the whole reso-
nator would be more appropriate than the one in the cavity.
But it is remarked that if the throat is included, then the
definition of the mean pressure in the cavity would become
ambiguous.

Next we consider physical origin of the discrepancy of
the second Fourier coefficients. It may be attributed to the
fact that the value of &, (=0.116) for the throat friction takes
a larger value than assumed. In the present experiments,
most concerned is the reduction of the value of Q whereas
the value of &, is less concerned because its effect on the
parameter S in the amplitude equation is weakened by the
factor k. As the wall friction becomes large, the magnitude
of the pressure field is expected to be suppressed in general.
Strange enough, however, the pressure in the tube and the
cavities measured at the positions in the middle of the tube is
higher than the one predicted. The wall friction does not
resolve the discrepancy in the magnitude, but it may be
promising to explain a phase difference in the multiples of
45°. Because the effect of the wall friction in Eq. (95) in Ref.
6 is expressed in the form of the derivative of three half-
order with respect to the time, the factor i*> (=e3™*) ap-
pears, which yields the phase difference by 45°. In fact, a
tendency for this deviation is seen in Figs. 9(b) and 10(b) but
is not conclusive yet.
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The origin may also be attributed to the jet loss taken in
the semi-empirical form. The present model does not take
account of asymmetry in the jet loss with respect to the di-
rection of flow in the throat. Physically there should be some
difference between the jet loss when the air flows from the
tube into the small cavity and the one when it flows from the
cavity into the tube. Such a difference has not been consid-
ered. Imagine that the value of the coefficient of the jet loss
depends on the direction of the flow. Then the second har-
monics would appear in the solutions of order & in addition
to the odd harmonics for the symmetric jet loss [see Eq. (97)
in Ref. 6]. Since the measured data correspond to the solu-
tions including all order in g, it is likely that the second
harmonics due to the asymmetry might contaminate the ones
of order ¢ predicted by the theory. But this is not beyond the
speculation as well.

The theoretical framework on the basis of the assump-
tions (4) and 8,=0(&?) is typical and essential to derivation
of the amplitude equation (13). If this framework were modi-
fied or changed, a different but less typical situation would
appear for the resonant excitation. In order to see better
agreements of the second coefficient in the present frame-
work, reduction of the values of &, and of D for the jet loss
is necessary even at the cost of increase of the parameter
value of Q.

VI. CONCLUSIONS

The validity of the weakly nonlinear theory for high-
amplitude and shock-free oscillations of the air column in the
tube with the array of Helmholtz resonators has been
checked against the data measured in the experiments. By
avoiding the harmonic resonances and evanescences and re-
ducing the value of Q in the amplitude equation, higher har-
monics have been suppressed significantly in spite of the
presence of nonlinearity. In consequence, the pressure profile
appears to be nearly sinusoidal and the curves of the fre-
quency response become symmetric with respect to the peak
without any bending just as in the linear case. It has resulted
in the quantitatively good agreements with the one predicted
by the theory up to the peak pressure of about 170 dB (SPL).
In order to achieve shock-free, high-amplitude oscillations,
the condition for a tube to be dissonant is necessary but not
sufficient. On top of dissonance, it is crucial to guarantee
how far harmonic resonances and evanescences can be
avoided.

The agreements of the first Fourier coefficients for the
pressure field in the tube and in the cavities endorse the
validity of the underlying assumptions of the one-
dimensional field averaged over the cross section of the main
flow and the continuum approximation for the array of reso-
nators. As the slight discrepancy in the frequency response
occurs at the peak pressure of about 170 dB (SPL), the
weakly nonlinear theory tends to break down near this level
and beyond it. Perhaps effects of the acoustic streaming
would be pronounced and the flow field would no longer be
almost one-dimensional. In addition, the formation of the
high-speed jets from the orifices would make the field very
complicated. It is unknown yet whether or not these would
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be responsible for the quantitative discprepancy in the sec-
ond Fourier coefficients. In view of the good agreements of
the frequency response, however, it may be concluded that
the theory is valid and useful enough to provide guidelines in
designing accurately the array of Helmholtz resonators up to
the present level of excitation.
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We consider evacuated thin semi-infinite shells immersed in a fluid, which may be either of
cylindrical shape with a hemispherical shell endcap, or formed two-dimensionally by semi-infinite
parallel plates joined together by a semi-cylinder. The connected shell portions are joined in a
manner to satisfy continuity but with a discontinuous radius of curvature. Acoustic waves are
considered incident along the axis of symmetry (say the z axis) onto the curved portion of the shell,
where they, at the critical angle of coincidence, generate Lamb and Stoneley-type waves in the shell.
Computations were carried out using a code developed by Cao et al. [Chinese J. Acoust. 14, 317
(1995)] and was used in order to computationally visualize the waves in the fluid that have been
re-radiated by the shell waves a the critical angle. The frequency range was below that of the lowest
Lamb wave, and only the A, wave (and partly the S, wave) was observed to re-radiate into the fluid
under our assumptions. The results will be compared to experimental results in which the re-radiated
waves are optically visualized by the Schardin—Cranz schlieren method. © 2005 Acoustical

Society of America. [DOI: 10.1121/1.1852548]
PACS numbers: 43.30.Jx, 43.40.Ey [ANN]

I. INTRODUCTION

The acoustical properties of thin submerged shells have
been investigated for a number of years; see, e.g., the recent
review by one of the present authors.' The large majority of
these studies deals with regular shapes of shells such as in-
finite cylinders and spheres, although more general objects
have also been considered.” Some French investigations
(among others) concern finite-length cylindrical shells,** of-
ten terminated by hemispherical endcaps (this object being
called “la line” in the French literature).

In the present investigation we deal with semi-infinite
empty, water-immersed cylindrical shells capped by a hemi-
spherical shell or, as closely related, the two-dimensional
case of semi-infinite parallel plates joined together by a
semi-cylindrical shell. (The connected shell portions are
joined in a manner to satisfy continuity although with dis-
continuous curvature). An acoustic wave is considered axi-
ally incident onto the curved portion of the shell.

We adapted an existing computer program’ that allows
us to create visualizations of the acoustic field of an incident
plane wave and its interaction with an elastic object, to the
two-dimensional case of an evacuated, water-immersed end-
capped shell as described above. The visualization illustrates
the field rescattered from the object that is characteristic of
the elastic material; it shows the clear result that the impact
of the incident wave generates, at a critical angle of inci-
dence, an elastic wave that is based in the shell and re-
radiates back into the fluid. The type of elastic waves that

YPresented at the 142nd Meeting of the Acoustical Society of America, Fort
Lauderdale, Florida, 3—7 December 2001.
®)Corresponding author; electronic mail: uberallh@msn.com
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can re-radiate have been shown to be analogous to those of
submerged elastic plates,"®™® and the corresponding termi-
nology is used here also, namely, the Scholte—Stoneley wave
(also called the A-wave), and the Lamb waves A; and S;
(i=0,1,2,..., where A stands for antisymetric and S for sym-
metric relative to a free plate), A, and S, being interface
waves, and A; and §; (j=1) proper Lamb waves.® From the
calculated dispersion curves of phase velocity vs frequency
of these waves, we can show that our visualization corre-
sponds to re-radiated A, waves. This wave begins at coinci-
dence frequency and, due to its strong attenuation,” was
found to be difficult to observe (both directly or via its cir-
cumferential resonancesl), but its observation has recently
been achieved'®!' by optical visualization using the
Schardin—Cranz schlieren method. [Other observations of
the A, wave using different methods have also been carried
out, e.g. by Ref. 12, where timing as well as amplitude data
were used to verify the wave type. The broad nature of the
associated resonances was also noted and analyzed.”] What
was done by Ref. 10 in order to observe the A, wave is to do
this immediately after it has been generated, due to its rapid
decay. This is also the case in the present situation, where its
re-radiation is visualized promptly after its creation.

Il. NUMERICAL VISUALIZATION

The computer code of Ref. 5 was applied to the (two-
dimensional) water-immersed, evacuated shell of Fig. 1, with
the following geometrical parameters: r=outer radius of
shell=14 cm, h=shell thickness=0.9 cm (6.4%), (r—h)/r
=0.936, and material parameters: compressional wave speed
c;,=5000 m/s, shear speed c;=3000m/s, shell density p=4
g/em®. This is an artificial material chosen for computational

© 2005 Acoustical Society of America
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FIG. 1. Endcapped cylindrical shell, with an incident wave creating a shell
wave at a critical angle.

convenience, but the material parameters are not vastly dif-
ferent from those of aluminum (c)'=6400m/s, ch'
=3100m/s and p”'=2.78 g/cm?); but it is actually more like
brass because the Poisson ratio 3/11 is less than 1/3. For the
incident signal (a plane wave), a pulse was used as shown in
Fig. 2; its spectrum is centered around 75 kHz.

The result of this calculation is shown in Fig. 3. The
plane wave was incident from the left. The heavy vertical
lines at the right edge of the figure represent the incident
pulse wave front (which at the moment shown has pro-
gressed beyond the point of the juncture with the endcap; the
timing of this snapshot is 130 us from the time the incident
wave had first hit the tip of the endcap). Comparing with the
pulse in Fig. 2, the black bands are recognized as areas of
negative pressure, accompanied by white regions of positive
pressure. The heavy curved lines which join up with the
incident pulse on the right, and which surround the entire

[—o]

graph towards the left, represent the pulse specularly re-
flected from the shell in its entirety. These are the features
expected to be seen in this geometry. Furthermore, outgoing
wave fronts from surface wave radiation on a circular surface
are shown to diverge from a circular “virtual caustic.”'
Specifically, it is known that isolated wavefronts are the in-
volutes of the circular virtual caustic. Also see Ref. 14. These
features may serve to interpret the re-radiated waves in
Fig. 3.

The substantial new feature in our visualization of Fig. 3
is a re-radiated pulse (both above and below the center line)
which originates from a point on the shell located at an angle
a=47° from the horizontal. This wave can be interpreted as
the re-radiation, back into the water, from a shell wave gen-
erated at a critical angle «,., the locus of its generation. It is
determined unambiguously as the A, wave, by satisfying the
Cremer rule!® for the critical angle of the reradiation back
into the water. Using calculated phase velocity curves of
shell waves for such an analysis, it will be recognized that it
is here the A, wave as generated in the shell that is respon-
sible for the visualized re-radiated wave, as will be shown in
the following section. It can be seen there that, since the A
speed surpasses the sound speed in water, the A, wave fronts
begin pulling ahead of the incident wave. This can be seen
also in our experimental figure (Fig. 8, later).

lll. ANALYSIS OF VISUALIZED RE-RADIATION

In order to apply Cremer’s coincidence condition to a
determination of the critical angle of generation of the shell
wave whose re-radiation is being visualized, it is necessary
to calculate the phase velocities vs frequency (dispersion
curves) of the shell waves that can intervene here. We may
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FIG. 3. Computational visualization of plane-wave pulse incident on the
shell of Fig. 1, with the reflected pulse and re-radiation from the shell wave.

already state that only the A, wave was found to satisfy
Cremer’s condition leading to the observed critical angle of
a,.=47°. This shows that the method utilized here can serve
to pinpoint the type of shell wave that is responsible for the
observed re-radiation effects.

As to the shell waves that may be considered here, it
should be realized that for thin (<10% thick) metal shells
(Al, steel...) of fairly slight curvature, the dispersion curves
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FIG. 4. Lamb wave dispersion curves on a free Al plate of thickness d (from
Ref. 6).
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FIG. 5. The A, and A wave phase velocity dispersion curves for a 5% thick
spherical aluminum shell in water, and of the A, wave for a shell in vacuum
(from Ref. 6).

differ very little between those of waves on cylindrical or
spherical shells or those on plates,' so that any of these can
be utilized in a semi-quantitative fashion, although it should
be realized that for the 6.4% thick shell considered here,
some higher-order but non-negligible differences may occur;
this is described in Ref. 16. Figure 4 presents, for illustration
purposes, the Lamb wave dispersion curves on a free alumi-
num plate.® The only difference is created when the plate (or
shell) is fluid-loaded on one or both sides;17 if on one side,
Fig. 5 shows that an additional wave A (the Scholte—
Stoneley wave) is present which interacts with the A, wave.®
This latter figure refers to a 5% thick spherical Al shell'®
(water-immersed and evacuated), and is shown here for illus-
tration purposes. The upturn of the A wave at low frequen-
cies (or of the A, wave for the sphere in vacuum; both up-
turning curves being shell-borne waves in the low-frequency
region'®) provides a measure, on the frequency scale, for the
similarity of plate or curved-shell dispersion curves since the
upturn is characteristic for the geometry of the sphere only. It
should be noted that this upturn at low frequencies does not
let these curves tend to infinity, since it was shown'? that at
even smaller frequencies down to zero, the upturning curves
turn down again and tend towards zero at zero frequency.
We here need calculated dispersion curves for the mate-
rial of the shell (quoted above) on which Fig. 3 is based.
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FIG. 6. Dispersion curves of A, and A waves for a shell with material
parameters given at the beginning of Sec. II.
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These are shown in Fig. 6 (A, and A for the water-loaded

plate and A, for the free plate, sufficient for our purposes as
stated above), for phase velocities of the shell curves termed
¢, . If ais the angle of incidence of the incoming plane wave
with the shell surface (measured from the shell normal, this
being the same as the angle « in Fig. 1) then ¢,=c,,/sin @
(c¢,,=sound speed in the ambient water) and the coincidence
condition reads c,=c,. Using c¢,,=1500m/s, we have c;
=2050 m/s for the shell-wave phase velocity at @=47° (criti-
cal angle as read off from Fig. 3). For the A, wave, from Fig.
6, this happens at kd=2.83 (k=w/c,,, d=plate thickness
=0.9 cm), i.e., at a frequency f=75kHz, which corresponds
exactly to the frequency of the spectral maximum of the
pulse of Fig. 2 used in the numerical calculation that led to
Fig. 3. Needless to say that neither the A wave (Fig. 6) nor
the other Lamb waves (Fig. 4) can possibly be involved as
causal agents of the re-radiating shell wave generated at the
critical angle a,=47° as it appears in Fig. 3. In fact, as a
function of frequency the A, wave first appears at coinci-
dence frequency where its phase velocity surpasses the sound
speed in water (see Fig. 6), where the A wave weakens and
disappears. Our results thus constitute a visualization of the
A, shell wave (by its re-radiation), similar to the experimen-
tal procedure of Refs. 10 and 11. This visualization has been
possible in both cases due to the fact that (a) the A, wave
was observed immediately after its generation, and (b) it got
visualized due to its intense re-radiation into the ambient
fluid. It is, incidentally, this intense radiation (and rapid in-
tensity decay) which caused it not to form any narrow reso-
nances upon successive circumnavigations of a closed shell,’
and which previous to the experimental study of Ref. 10 has
prevented its detection by experimental means.' Prior to this
work and that of Ref. 9 earlier attempts to observe the A
wave failed because they did not compensate for the rapid
decay in time.

The results of our numerical calculation will be comple-
mented here by a visualization similar to that of Fig. 3, but
extending further up along the semi-infinitely extended part
of the scattering object, much beyond the juncture point with
the endcap (Fig. 7). The timing of this snapshot is 60 us
from the time the incident wave had first hit the tip of the end
cap. The greater contrast of this figure makes it possible to
also visualize a weaker, but very rapidly advancing wave that
has far overtaken the incident wave at this point in time, and
exhibits a wave front that lies almost tangent to the cylinder
surface. A similar analysis as that which led to the previous
identification of the A, wave, now shows that this weak but
fast wave can be ascribed to the S shell wave as generated
by the incident pulse. Its dispersion curve, illustrated in Fig.
4, shows its indicated rapid speed, both phase speed as well
as its group velocity which, due to the relatively flat portion
of the phase velocity in the region of interest, substantially
coincides with the group speed. Indeed, at this point both the
Sy-wave phase and group velocity equal the plate velocity,
which is about three times faster than the A, wave at the
frequency studied. Due to its high Q value, it rings for a long
time, but with a weak amplitude. The group velocity of the
S wave at the present 75 kHz is v ,= 5360 m/s, hence the tilt
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FIG. 7. Similar to Fig. 3 but at a somewhat earlier time; the S, wave is also
visible here.

of the re-radiation from it is 16.3° which agrees with the
visible wavefront in Fig. 7.

IV. ILLUSTRATIONS OF OPTICAL VISUALIZATION

Optical visualization of sound pulses interacting with a
(3-dimensional)  hemispherically-endcapped  evacuated,
water-immersed cylindrical glass shell have been carried out
at Auburn University, using the Schardin—Cranz schlieren
method and extending the work of Refs. 10 and 11. We il-
lustrate preliminary results of ongoing investigations in Fig.
8, which shows an incident wave emanating from a point
source, leading to a reflected wave and also exhibiting the A,
wave reradiation similarly to Ref. 10, and to Figs. 3 and 7.
The geometries in Fig. 8 indicate a group velocity to this A
wave of about 1950 m/s, which can reasonably be expected.
However, the experimental resolution is here not sensitive
enough to also visualize the very rapid S, wave which was
visible in Fig. 7.

V. SUMMARY

We have presented a numerical visualization of acoustic
scattering from a water-immersed, evacuated thin semi-
infinite shell carrying an endcap, towards which a plane-
wave pulse is incident. While these results showed the inci-
dent and specularly-reflected pulses as expected, they also
indicated the generation of, and its re-radiation from, a shell-
borne wave at a critical angle determined by Cremer’s coin-
cidence condition. A comparison with calculated shell-wave
dispersion curves identified this shell-borne wave as the A
wave, the present analysis thus constituting (Fig. 3) a nu-
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FIG. 8. Optical visualization of incidence and reflection from a glass tube,
also showing re-radiation from an A, wave.

merical visualization of the acoustic generation of the A
wave, in addition to the preceding experimental demonstra-
tion of this shell wave by optical visualization.'®!! This is
significant since earlier experimental attempts to observe the
generation of the A, wave had been unsuccessful.' In addi-
tion, we could also numerically visualize the generation of
the S, wave (Fig. 7) which, however, had already been seen
in previous experiments.! The experimental results shown
here satisfy the objectives of the present investigation, and
are supported by our numerical predictions. As discussed in
Sec. IV, they are of a preliminary nature at this time, and
shall be more fully reported in due course.
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